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## Introduction

This book is intended for the Mathematical Olympiad students who wish to prepare for the study of inequalities, a topic now of frequent use at various levels of mathematical competitions. In this volume we present both classic inequalities and the more useful inequalities for confronting and solving optimization problems. An important part of this book deals with geometric inequalities and this fact makes a big difference with respect to most of the books that deal with this topic in the mathematical olympiad.

The book has been organized in four chapters which have each of them a different character. Chapter 1 is dedicated to present basic inequalities. Most of them are numerical inequalities generally lacking any geometric meaning. However, where it is possible to provide a geometric interpretation, we include it as we go along. We emphasize the importance of some of these inequalities, such as the inequality between the arithmetic mean and the geometric mean, the CauchySchwarz inequality, the rearrangement inequality, the Jensen inequality, the Muirhead theorem, among others. For all these, besides giving the proof, we present several examples that show how to use them in mathematical olympiad problems. We also emphasize how the substitution strategy is used to deduce several inequalities.

The main topic in Chapter 2 is the use of geometric inequalities. There we apply basic numerical inequalities, as described in Chapter 1, to geometric problems to provide examples of how they are used. We also work out inequalities which have a strong geometric content, starting with basic facts, such as the triangle inequality and the Euler inequality. We introduce examples where the symmetrical properties of the variables help to solve some problems. Among these, we pay special attention to the Ravi transformation and the correspondence between an inequality in terms of the side lengths of a triangle $a, b, c$ and the inequalities that correspond to the terms $s, r$ and $R$, the semiperimeter, the inradius and the circumradius of a triangle, respectively. We also include several classic geometric problems, indicating the methods used to solve them.

In Chapter 3 we present one hundred and twenty inequality problems that have appeared in recent events, covering all levels, from the national and up to the regional and international olympiad competitions.

In Chapter 4 we provide solutions to each of the two hundred and ten exercises in Chapters 1 and 2, and to the problems presented in Chapter 3. Most of the solutions to exercises or problems that have appeared in international mathematical competitions were taken from the official solutions provided at the time of the competitions. This is why we do not give individual credits for them.

Some of the exercises and problems concerning inequalities can be solved using different techniques, therefore you will find some exercises repeated in different sections. This indicates that the technique outlined in the corresponding section can be used as a tool for solving the particular exercise.

The material presented in this book has been accumulated over the last fifteen years mainly during work sessions with the students that won the national contest of the Mexican Mathematical Olympiad. These students were developing their skills and mathematical knowledge in preparation for the international competitions in which Mexico participates.

We would like to thank Rafael Martínez Enríquez, Leonardo Ignacio Martínez Sandoval, David Mireles Morales, Jesús Rodríguez Viorato and Pablo Soberón Bravo for their careful revision of the text and helpful comments for the improvement of the writing and the mathematical content.
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## Chapter 1

## Numerical Inequalities

### 1.1 Order in the real numbers

A very important property of the real numbers is that they have an order. The order of the real numbers enables us to compare two numbers and to decide which one of them is greater or whether they are equal. Let us assume that the real numbers system contains a set $P$, which we will call the set of positive numbers, and we will express in symbols $x>0$ if $x$ belongs to $P$. We will also assume the following three properties.

Property 1.1.1. Every real number $x$ has one and only one of the following properties:
(i) $x=0$,
(ii) $x \in P$ (that is, $x>0$ ),
(iii) $-x \in P$ (that is, $-x>0$ ).

Property 1.1.2. If $x, y \in P$, then $x+y \in P$ (in symbols $x>0, y>0 \Rightarrow x+y>0$ ).
Property 1.1.3. If $x, y \in P$, then $x y \in P$ (in symbols $x>0, y>0 \Rightarrow x y>0$ ).
If we take the "real line" as the geometric representation of the real numbers, by this we mean a directed line where the number " 0 " has been located and serves to divide the real line into two parts, the positive numbers being on the side containing the number one " 1 ". In general the number one is set on the right hand side of 0 . The number 1 is positive, because if it were negative, since it has the property that $1 \cdot x=x$ for every $x$, we would have that any number $x \neq 0$ would satisfy $x \in P$ and $-x \in P$, which contradicts property 1.1.1.

Now we can define the relation $a$ is greater than $b$ if $a-b \in P$ (in symbols $a>b$ ). Similarly, $a$ is smaller than $b$ if $b-a \in P$ (in symbols $a<b$ ). Observe that
$a<b$ is equivalent to $b>a$. We can also define that $a$ is smaller than or equal to $b$ if $a<b$ or $a=b$ (using symbols $a \leq b$ ).

We will denote by $\mathbb{R}$ the set of real numbers and by $\mathbb{R}^{+}$the set $P$ of positive real numbers.

Example 1.1.4. (i) If $a<b$ and $c$ is any number, then $a+c<b+c$.
(ii) If $a<b$ and $c>0$, then $a c<b c$.

In fact, to prove (i) we see that $a+c<b+c \Leftrightarrow(b+c)-(a+c)>0 \Leftrightarrow$ $b-a>0 \Leftrightarrow a<b$. To prove (ii), we proceed as follows: $a<b \Rightarrow b-a>0$ and since $c>0$, then $(b-a) c>0$, therefore $b c-a c>0$ and then $a c<b c$.

Exercise 1.1. Given two numbers $a$ and $b$, exactly one of the following assertions is satisfied, $a=b, a>b$ or $a<b$.

Exercise 1.2. Prove the following assertions.
(i) $a<0, b<0 \Rightarrow a b>0$.
(ii) $a<0, b>0 \Rightarrow a b<0$.
(iii) $a<b, b<c \Rightarrow a<c$.
(iv) $a<b, c<d \Rightarrow a+c<b+d$.
(v) $a<b \Rightarrow-b<-a$.
(vi) $a>0 \Rightarrow \frac{1}{a}>0$.
(vii) $a<0 \Rightarrow \frac{1}{a}<0$.
(viii) $a>0, b>0 \Rightarrow \frac{a}{b}>0$.
(ix) $0<a<b, 0<c<d \Rightarrow a c<b d$.
(x) $a>1 \Rightarrow a^{2}>a$.
(xi) $0<a<1 \Rightarrow a^{2}<a$.

Exercise 1.3. (i) If $a>0, b>0$ and $a^{2}<b^{2}$, then $a<b$.
(ii) If $b>0$, we have that $\frac{a}{b}>1$ if and only if $a>b$.

The absolute value of a real number $x$, which is denoted by $|x|$, is defined as

$$
|x|= \begin{cases}x & \text { if } x \geq 0 \\ -x & \text { if } x<0\end{cases}
$$

Geometrically, $|x|$ is the distance of the number $x$ (on the real line) from the origin 0 . Also, $|a-b|$ is the distance between the real numbers $a$ and $b$ on the real line.

Exercise 1.4. For any real numbers $x, a$ and $b$, the following hold.
(i) $|x| \geq 0$, and is equal to zero only when $x=0$.
(ii) $|-x|=|x|$.
(iii) $|x|^{2}=x^{2}$.
(iv) $|a b|=|a||b|$.
(v) $\left|\frac{a}{b}\right|=\frac{|a|}{|b|}$, with $b \neq 0$.

Proposition 1.1.5 (Triangle inequality). The triangle inequality states that for any pair of real numbers $a$ and $b$,

$$
|a+b| \leq|a|+|b| .
$$

Moreover, the equality holds if and only if $a b \geq 0$.
Proof. Both sides of the inequality are positive; then using Exercise 1.3 it is sufficient to verify that $|a+b|^{2} \leq(|a|+|b|)^{2}$ :

$$
\begin{aligned}
|a+b|^{2} & =(a+b)^{2}=a^{2}+2 a b+b^{2}=|a|^{2}+2 a b+|b|^{2} \leq|a|^{2}+2|a b|+|b|^{2} \\
& =|a|^{2}+2|a||b|+|b|^{2}=(|a|+|b|)^{2}
\end{aligned}
$$

In the previous relations we observe only one inequality, which is obvious since $a b \leq|a b|$. Note that, when $a b \geq 0$, we can deduce that $a b=|a b|=|a||b|$, and then the equality holds.

The general form of the triangle inequality for real numbers $x_{1}, x_{2}, \ldots, x_{n}$, is

$$
\left|x_{1}+x_{2}+\cdots+x_{n}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right| .
$$

The equality holds when all $x_{i}$ 's have the same sign. This can be proved in a similar way or by the use of induction. Another version of the last inequality, which is used very often, is the following:

$$
\left| \pm x_{1} \pm x_{2} \pm \cdots \pm x_{n}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right|
$$

Exercise 1.5. Let $x, y, a, b$ be real numbers, prove that
(i) $|x| \leq b \Leftrightarrow-b \leq x \leq b$,
(ii) $||a|-|b|| \leq|a-b|$,
(iii) $x^{2}+x y+y^{2} \geq 0$,
(iv) $x>0, y>0 \Rightarrow x^{2}-x y+y^{2}>0$.

Exercise 1.6. For real numbers $a, b, c$, prove that

$$
|a|+|b|+|c|-|a+b|-|b+c|-|c+a|+|a+b+c| \geq 0 .
$$

Exercise 1.7. Let $a, b$ be real numbers such that $0 \leq a \leq b \leq 1$. Prove that
(i) $0 \leq \frac{b-a}{1-a b} \leq 1$,
(ii) $0 \leq \frac{a}{1+b}+\frac{b}{1+a} \leq 1$,
(iii) $0 \leq a b^{2}-b a^{2} \leq \frac{1}{4}$.

Exercise 1.8. Prove that if $n, m$ are positive integers, then $\frac{m}{n}<\sqrt{2}$ if and only if $\sqrt{2}<\frac{m+2 n}{m+n}$.
Exercise 1.9. If $a \geq b, x \geq y$, then $a x+b y \geq a y+b x$.
Exercise 1.10. If $x, y>0$, then $\sqrt{\frac{x^{2}}{y}}+\sqrt{\frac{y^{2}}{x}} \geq \sqrt{x}+\sqrt{y}$.
Exercise 1.11. (Czech and Slovak Republics, 2004) Let $a, b, c, d$ be real numbers with $a+d=b+c$, prove that

$$
(a-b)(c-d)+(a-c)(b-d)+(d-a)(b-c) \geq 0
$$

Exercise 1.12. Let $f(a, b, c, d)=(a-b)^{2}+(b-c)^{2}+(c-d)^{2}+(d-a)^{2}$. For $a<b<c<d$, prove that

$$
f(a, c, b, d)>f(a, b, c, d)>f(a, b, d, c) .
$$

Exercise 1.13. (IMO, 1960) For which real values of $x$ the following inequality holds:

$$
\frac{4 x^{2}}{(1-\sqrt{1+2 x})^{2}}<2 x+9 ?
$$

Exercise 1.14. Prove that for any positive integer $n$, the fractional part of $\sqrt{4 n^{2}+n}$ is smaller than $\frac{1}{4}$.
Exercise 1.15. (Short list IMO, 1996) Let $a, b, c$ be positive real numbers such that $a b c=1$. Prove that

$$
\frac{a b}{a^{5}+b^{5}+a b}+\frac{b c}{b^{5}+c^{5}+b c}+\frac{c a}{c^{5}+a^{5}+c a} \leq 1
$$

### 1.2 The quadratic function $a x^{2}+2 b x+c$

One very useful inequality for the real numbers is $x^{2} \geq 0$, which is valid for any real number $x$ (it is sufficient to consider properties 1.1.1, 1.1.3 and Exercise 1.2 of the previous section). The use of this inequality leads to deducing many other inequalities. In particular, we can use it to find the maximum or minimum of a quadratic function $a x^{2}+2 b x+c$. These quadratic functions appear frequently in optimization problems or in inequalities.

One common example consists in proving that if $a>0$, the quadratic function $a x^{2}+2 b x+c$ will have its minimum at $x=-\frac{b}{a}$ and the minimum value is $c-\frac{b^{2}}{a}$. In fact,

$$
\begin{aligned}
a x^{2}+2 b x+c & =a\left(x^{2}+2 \frac{b}{a} x+\frac{b^{2}}{a^{2}}\right)+c-\frac{b^{2}}{a} \\
& =a\left(x+\frac{b}{a}\right)^{2}+c-\frac{b^{2}}{a}
\end{aligned}
$$

Since $\left(x+\frac{b}{a}\right)^{2} \geq 0$ and the minimum value of this expression, zero, is attained when $x=-\frac{b}{a}$, we conclude that the minimum value of the quadratic function is $c-\frac{b^{2}}{a}$.

If $a<0$, the quadratic function $a x^{2}+2 b x+c$ will have a maximum at $x=-\frac{b}{a}$ and its value at this point is $c-\frac{b^{2}}{a}$. In fact, since $a x^{2}+2 b x+c=a\left(x+\frac{b}{a}\right)^{2}+c-\frac{b^{2}}{a}$ and since $a\left(x+\frac{b}{a}\right)^{2} \leq 0$ (because $a<0$ ), the greatest value of this last expression is zero, thus the quadratic function is always less than or equal to $c-\frac{b^{2}}{a}$ and assumes this value at the point $x=-\frac{b}{a}$.
Example 1.2.1. If $x, y$ are positive numbers with $x+y=2 a$, then the product $x y$ is maximal when $x=y=a$.

If $x+y=2 a$, then $y=2 a-x$. Hence, $x y=x(2 a-x)=-x^{2}+2 a x=$ $-(x-a)^{2}+a^{2}$ has a maximum value when $x=a$, and then $y=x=a$.

This can be interpreted geometrically as "of all the rectangles with fixed perimeter, the one with the greatest area is the square". In fact, if $x, y$ are the lengths of the sides of the rectangle, the perimeter is $2(x+y)=4 a$, and its area is $x y$, which is maximized when $x=y=a$.

Example 1.2.2. If $x, y$ are positive numbers with $x y=1$, the sum $x+y$ is minimal when $x=y=1$.

If $x y=1$, then $y=\frac{1}{x}$. It follows that $x+y=x+\frac{1}{x}=\left(\sqrt{x}-\frac{1}{\sqrt{x}}\right)^{2}+2$, and then $x+y$ is minimal when $\sqrt{x}-\frac{1}{\sqrt{x}}=0$, that is, when $x=1$. Therefore, $x=y=1$.

This can also be interpreted geometrically in the following way, "of all the rectangles with area 1 , the square has the smallest perimeter". In fact, if $x, y$ are the lengths of the sides of the rectangle, its area is $x y=1$ and its perimeter is $2(x+y)=2\left(x+\frac{1}{x}\right)=2\left\{\left(\sqrt{x}-\frac{1}{\sqrt{x}}\right)^{2}+2\right\} \geq 4$. Moreover, the perimeter is 4 if and only if $\sqrt{x}-\frac{1}{\sqrt{x}}=0$, that is, when $x=y=1$.

Example 1.2.3. For any positive number $x$, we have $x+\frac{1}{x} \geq 2$.

Observe that $x+\frac{1}{x}=\left(\sqrt{x}-\frac{1}{\sqrt{x}}\right)^{2}+2 \geq 2$. Moreover, the equality holds if and only if $\sqrt{x}-\frac{1}{\sqrt{x}}=0$, that is, when $x=1$.

Example 1.2.4. If $a, b>0$, then $\frac{a}{b}+\frac{b}{a} \geq 2$, and the equality holds if and only if $a=b$.

It is enough to consider the previous example with $x=\frac{a}{b}$.
Example 1.2.5. Given $a, b, c>0$, it is possible to construct a triangle with sides of length $a, b, c$ if and only if $p a^{2}+q b^{2}>p q c^{2}$ for any $p, q$ with $p+q=1$.

Remember that $a, b$ and $c$ are the lengths of the sides of a triangle if and only if $a+b>c, a+c>b$ and $b+c>a$.

Let
$Q=p a^{2}+q b^{2}-p q c^{2}=p a^{2}+(1-p) b^{2}-p(1-p) c^{2}=c^{2} p^{2}+\left(a^{2}-b^{2}-c^{2}\right) p+b^{2}$,
therefore $Q$ is a quadratic function ${ }^{1}$ in $p$ and

$$
\begin{aligned}
Q>0 & \Leftrightarrow \Delta=\left[\left(a^{2}-b^{2}-c^{2}\right)^{2}-4 b^{2} c^{2}\right]<0 \\
& \Leftrightarrow\left[a^{2}-b^{2}-c^{2}-2 b c\right]\left[a^{2}-b^{2}-c^{2}+2 b c\right]<0 \\
& \Leftrightarrow\left[a^{2}-(b+c)^{2}\right]\left[a^{2}-(b-c)^{2}\right]<0 \\
& \Leftrightarrow[a+b+c][a-b-c][a-b+c][a+b-c]<0 \\
& \Leftrightarrow[b+c-a][c+a-b][a+b-c]>0 .
\end{aligned}
$$

Now, $[b+c-a][c+a-b][a+b-c]>0$ if the three factors are positive or if one of them is positive and the other two are negative. However, the latter is impossible, because if $[b+c-a]<0$ and $[c+a-b]<0$, we would have, adding these two inequalities, that $c<0$, which is false. Therefore the three factors are necessarily positive.

Exercise 1.16. Suppose the polynomial $a x^{2}+b x+c$ satisfies the following: $a>0$, $a+b+c \geq 0, a-b+c \geq 0, a-c \geq 0$ and $b^{2}-4 a c \geq 0$. Prove that the roots are real and that they belong to the interval $-1 \leq x \leq 1$.

Exercise 1.17. If $a, b, c$ are positive numbers, prove that it is not possible for the inequalities $a(1-b)>\frac{1}{4}, b(1-c)>\frac{1}{4}, c(1-a)>\frac{1}{4}$ to hold at the same time.

[^0]
### 1.3 A fundamental inequality, arithmetic mean-geometric mean

The first inequality that we consider, fundamental in optimization problems, is the inequality between the arithmetic mean and the geometric mean of two nonnegative numbers $a$ and $b$, which is expressed as

$$
\frac{a+b}{2} \geq \sqrt{a b}, \quad(\mathrm{AM}-\mathrm{GM})
$$

Moreover, the equality holds if and only if $a=b$.
The numbers $\frac{a+b}{2}$ and $\sqrt{a b}$ are known as the arithmetic mean and the geometric mean of $a$ and $b$, respectively. To prove the inequality we only need to observe that

$$
\frac{a+b}{2}-\sqrt{a b}=\frac{a+b-2 \sqrt{a b}}{2}=\frac{1}{2}(\sqrt{a}-\sqrt{b})^{2} \geq 0 .
$$

And the equality holds if and only if $\sqrt{a}=\sqrt{b}$, that is, when $a=b$.
Exercise 1.18. For $x \geq 0$, prove that $1+x \geq 2 \sqrt{x}$.
Exercise 1.19. For $x>0$, prove that $x+\frac{1}{x} \geq 2$.
Exercise 1.20. For $x, y \in \mathbb{R}^{+}$, prove that $x^{2}+y^{2} \geq 2 x y$.
Exercise 1.21. For $x, y \in \mathbb{R}^{+}$, prove that $2\left(x^{2}+y^{2}\right) \geq(x+y)^{2}$.
Exercise 1.22. For $x, y \in \mathbb{R}^{+}$, prove that $\frac{1}{x}+\frac{1}{y} \geq \frac{4}{x+y}$.
Exercise 1.23. For $a, b, x \in \mathbb{R}^{+}$, prove that $a x+\frac{b}{x} \geq 2 \sqrt{a b}$.
Exercise 1.24. If $a, b>0$, then $\frac{a}{b}+\frac{b}{a} \geq 2$.
Exercise 1.25. If $0<b \leq a$, then $\frac{1}{8} \frac{(a-b)^{2}}{a} \leq \frac{a+b}{2}-\sqrt{a b} \leq \frac{1}{8} \frac{(a-b)^{2}}{b}$.
Now, we will present a geometric and a visual proof of the following inequalities, for $x, y>0$,

$$
\begin{equation*}
\frac{2}{\frac{1}{x}+\frac{1}{y}} \leq \sqrt{x y} \leq \frac{x+y}{2} \tag{1.1}
\end{equation*}
$$



Let $x=B D, y=D C$ and let us construct a semicircle of diameter $B C=$ $x+y$. Let $A$ be the point where the perpendicular to $B C$ in $D$ intersects the semicircle and let $E$ be the perpendicular projection from $D$ to the radius $A O$. Let us write $A D=h$ and $A E=g$. Since $A B D$ and $C A D$ are similar right triangles, we deduce that

$$
\frac{h}{y}=\frac{x}{h}, \quad \text { then } \quad h=\sqrt{x y} .
$$

Also, since $A O D$ and $A D E$ are similar right triangles, we have

$$
\frac{g}{\sqrt{x y}}=\frac{\sqrt{x y}}{\frac{x+y}{2}}, \quad \text { then } \quad g=\frac{2 x y}{x+y}=\frac{2}{\left(\frac{1}{x}+\frac{1}{y}\right)}
$$

Finally, the geometry tells us that in a right triangle, the length of one leg is always smaller than the length of the hypotenuse. Hence, $g \leq h \leq \frac{x+y}{2}$, which can be written as

$$
\frac{2}{\frac{1}{x}+\frac{1}{y}} \leq \sqrt{x y} \leq \frac{x+y}{2}
$$

The number $\frac{2}{\frac{1}{x}+\frac{1}{y}}$ is known as the harmonic mean of $x$ and $y$, and the left inequality in (1.1) is known as the inequality between the harmonic mean and the geometric mean.

Some inequalities can be proved through the multiple application of a simple inequality and the use of a good idea to separate the problem into parts that are easier to deal with, a method which is often used to solve the following exercises.
Exercise 1.26. For $x, y, z \in \mathbb{R}^{+},(x+y)(y+z)(z+x) \geq 8 x y z$.
Exercise 1.27. For $x, y, z \in \mathbb{R}, x^{2}+y^{2}+z^{2} \geq x y+y z+z x$.
Exercise 1.28. For $x, y, z \in \mathbb{R}^{+}, x y+y z+z x \geq x \sqrt{y z}+y \sqrt{z x}+z \sqrt{x y}$.
Exercise 1.29. For $x, y \in \mathbb{R}, x^{2}+y^{2}+1 \geq x y+x+y$.
Exercise 1.30. For $x, y, z \in \mathbb{R}^{+}, \frac{1}{x}+\frac{1}{y}+\frac{1}{z} \geq \frac{1}{\sqrt{x y}}+\frac{1}{\sqrt{y z}}+\frac{1}{\sqrt{z x}}$.
Exercise 1.31. For $x, y, z \in \mathbb{R}^{+}, \frac{x y}{z}+\frac{y z}{x}+\frac{z x}{y} \geq x+y+z$.
Exercise 1.32. For $x, y, z \in \mathbb{R}, x^{2}+y^{2}+z^{2} \geq x \sqrt{y^{2}+z^{2}}+y \sqrt{x^{2}+z^{2}}$.
The inequality between the arithmetic mean and the geometric mean can be extended to more numbers. For instance, we can prove the following inequality between the arithmetic mean and the geometric mean of four non-negative numbers $a, b, c, d$, expressed as $\frac{a+b+c+d}{4} \geq \sqrt[4]{a b c d}$, in the following way:

$$
\begin{aligned}
\frac{a+b+c+d}{4}=\frac{1}{2}\left(\frac{a+b}{2}+\frac{c+d}{2}\right) & \geq \frac{1}{2}(\sqrt{a b}+\sqrt{c d}) \\
& \geq \sqrt{\sqrt{a b} \sqrt{c d}}=\sqrt[4]{a b c d}
\end{aligned}
$$

Observe that we have used the AM-GM inequality three times for two numbers in each case: with $a$ and $b$, with $c$ and $d$, and with $\sqrt{a b}$ and $\sqrt{c d}$. Moreover, the equality holds if and only if $a=b, c=d$ and $a b=c d$, that is, when the numbers satisfy $a=b=c=d$.

Exercise 1.33. For $x, y \in \mathbb{R}, x^{4}+y^{4}+8 \geq 8 x y$.
Exercise 1.34. For $a, b, c, d \in \mathbb{R}^{+},(a+b+c+d)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}\right) \geq 16$.
Exercise 1.35. For $a, b, c, d \in \mathbb{R}^{+}, \frac{a}{b}+\frac{b}{c}+\frac{c}{d}+\frac{d}{a} \geq 4$.
A useful trick also exists for checking that the inequality $\frac{a+b+c}{3} \geq \sqrt[3]{a b c}$ is true for any three non-negative numbers $a, b$ and $c$. Consider the following four numbers $a, b, c$ and $d=\sqrt[3]{a b c}$. Since the AM-GM inequality holds for four numbers, we have $\frac{a+b+c+d}{4} \geq \sqrt[4]{a b c d}=\sqrt[4]{d^{3} d}=d$. Then $\frac{a+b+c}{4} \geq d-\frac{1}{4} d=\frac{3}{4} d$. Hence, $\frac{a+b+c}{3} \geq d=\sqrt[3]{a b c}$.

These ideas can be used to justify the general version of the inequality for $n$ non-negative numbers. If $a_{1}, a_{2}, \ldots, a_{n}$ are $n$ non-negative numbers, we take the numbers $A$ and $G$ as

$$
A=\frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \quad \text { and } \quad G=\sqrt[n]{a_{1} a_{2} \cdots a_{n}}
$$

These numbers are known as the arithmetic mean and the geometric mean of the numbers $a_{1}, a_{2}, \ldots, a_{n}$, respectively.

Theorem 1.3.1 (The AM-GM inequality).

$$
\frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \geq \sqrt[n]{a_{1} a_{2} \cdots a_{n}}
$$

First proof (Cauchy). Let $P_{n}$ be the statement $G \leq A$, for $n$ numbers. We will proceed by mathematical induction on $n$, but this is an induction of the following type.
(1) We prove that the statement is true for 2 numbers, that is, $P_{2}$ is true.
(2) We prove that $P_{n} \Rightarrow P_{n-1}$.
(3) We prove that $P_{n} \Rightarrow P_{2 n}$.

When (1), (2) and (3) are verified, all the assertions $P_{n}$ with $n \geq 2$ are shown to be true. Now, we will prove these statements.
(1) This has already been done in the first part of the section.
(2) Let $a_{1}, \ldots, a_{n-1}$ be non-negative numbers and let $g=\sqrt[n-1]{a_{1} \cdots a_{n-1}}$. Using this number and the numbers we already have, i.e., $a_{1}, \ldots, a_{n-1}$, we get $n$ numbers to which we apply $P_{n}$,

$$
\frac{a_{1}+\cdots+a_{n-1}+g}{n} \geq \sqrt[n]{a_{1} a_{2} \cdots a_{n-1} g}=\sqrt[n]{g^{n-1} \cdot g}=g
$$

We deduce that $a_{1}+\cdots+a_{n-1}+g \geq n g$, and then it follows that $\frac{a_{1}+\cdots+a_{n-1}}{n-1} \geq$ $g$, therefore $P_{n-1}$ is true.
(3) Let $a_{1}, a_{2}, \ldots, a_{2 n}$ be non-negative numbers, then

$$
\begin{aligned}
a_{1}+a_{2}+\cdots+a_{2 n} & =\left(a_{1}+a_{2}\right)+\left(a_{3}+a_{4}\right)+\cdots+\left(a_{2 n-1}+a_{2 n}\right) \\
& \geq 2\left(\sqrt{a_{1} a_{2}}+\sqrt{a_{3} a_{4}}+\cdots+\sqrt{a_{2 n-1} a_{2 n}}\right) \\
& \geq 2 n\left(\sqrt{a_{1} a_{2}} \sqrt{a_{3} a_{4}} \cdots \sqrt{a_{2 n-1} a_{2 n}}\right)^{\frac{1}{n}} \\
& =2 n\left(a_{1} a_{2} \cdots a_{2 n}\right)^{\frac{1}{2 n}}
\end{aligned}
$$

We have applied the statement $P_{2}$ several times, and we have also applied the statement $P_{n}$ to the numbers $\sqrt{a_{1} a_{2}}, \sqrt{a_{3} a_{4}}, \ldots, \sqrt{a_{2 n-1} a_{2 n}}$.

Second proof. Let $A=\frac{a_{1}+\cdots+a_{n}}{n}$. We take two numbers $a_{i}$, one smaller than $A$ and the other greater than $A^{n}$ (if they exist), say $a_{1}=A-h$ and $a_{2}=A+k$, with $h, k>0$.

We exchange $a_{1}$ and $a_{2}$ for two numbers that increase the product and fix the sum, defined as

$$
a_{1}^{\prime}=A, \quad a_{2}^{\prime}=A+k-h
$$

Since $a_{1}^{\prime}+a_{2}^{\prime}=A+A+k-h=A-h+A+k=a_{1}+a_{2}$, clearly $a_{1}^{\prime}+a_{2}^{\prime}+a_{3}+$ $\cdots+a_{n}=a_{1}+a_{2}+a_{3}+\cdots+a_{n}$, but $a_{1}^{\prime} a_{2}^{\prime}=A(A+k-h)=A^{2}+A(k-h)$ and $a_{1} a_{2}=(A+k)(A-h)=A^{2}+A(k-h)-h k$, then $a_{1}^{\prime} a_{2}^{\prime}>a_{1} a_{2}$ and thus it follows that $a_{1}^{\prime} a_{2}^{\prime} a_{3} \cdots a_{n}>a_{1} a_{2} a_{3} \cdots a_{n}$.

If $A=a_{1}^{\prime}=a_{2}^{\prime}=a_{3}=\cdots=a_{n}$, there is nothing left to prove (the equality holds), otherwise two elements will exist, one greater than $A$ and the other one smaller than $A$ and the argument is repeated. Since every time we perform this operation we create a number equal to $A$, this process can not be used more than $n$ times.

Example 1.3.2. Find the maximum value of $x\left(1-x^{3}\right)$ for $0 \leq x \leq 1$.
The idea of the proof is to exchange the product for another one in such a way that the sum of the elements involved in the new product is constant. If $y=x\left(1-x^{3}\right)$, it is clear that the right side of $3 y^{3}=3 x^{3}\left(1-x^{3}\right)\left(1-x^{3}\right)\left(1-x^{3}\right)$, expressed as the product of four numbers $3 x^{3},\left(1-x^{3}\right),\left(1-x^{3}\right)$ and $\left(1-x^{3}\right)$, has a constant sum equal to 3 . The AM-GM inequality for four numbers tells us that

$$
3 y^{3} \leq\left(\frac{3 x^{3}+3\left(1-x^{3}\right)}{4}\right)^{4}=\left(\frac{3}{4}\right)^{4}
$$

Thus $y \leq \frac{3}{4 \sqrt[3]{4}}$. Moreover, the maximum value is reached using $3 x^{3}=1-x^{3}$, that is, if $x=\frac{1}{\sqrt[3]{4}}$.

Exercise 1.36. Let $x_{i}>0, i=1, \ldots, n$. Prove that

$$
\left(x_{1}+x_{2}+\cdots+x_{n}\right)\left(\frac{1}{x_{1}}+\frac{1}{x_{2}}+\cdots+\frac{1}{x_{n}}\right) \geq n^{2} .
$$

Exercise 1.37. If $\left\{a_{1}, \ldots, a_{n}\right\}$ is a permutation of $\left\{b_{1}, \ldots, b_{n}\right\} \subset \mathbb{R}^{+}$, then

$$
\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdots+\frac{a_{n}}{b_{n}} \geq n \quad \text { and } \quad \frac{b_{1}}{a_{1}}+\frac{b_{2}}{a_{2}}+\cdots+\frac{b_{n}}{a_{n}} \geq n .
$$

Exercise 1.38. If $a>1$, then $a^{n}-1>n\left(a^{\frac{n+1}{2}}-a^{\frac{n-1}{2}}\right)$.
Exercise 1.39. If $a, b, c>0$ and $(1+a)(1+b)(1+c)=8$, then $a b c \leq 1$.
Exercise 1.40. If $a, b, c>0$, then $\frac{a^{3}}{b}+\frac{b^{3}}{c}+\frac{c^{3}}{a} \geq a b+b c+c a$.
Exercise 1.41. For non-negative real numbers $a, b, c$, prove that

$$
a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2} \geq a b c(a+b+c)
$$

Exercise 1.42. If $a, b, c>0$, then

$$
\left(a^{2} b+b^{2} c+c^{2} a\right)\left(a b^{2}+b c^{2}+c a^{2}\right) \geq 9 a^{2} b^{2} c^{2}
$$

Exercise 1.43. If $a, b, c>0$ satisfy that $a b c=1$, prove that

$$
\frac{1+a b}{1+a}+\frac{1+b c}{1+b}+\frac{1+a c}{1+c} \geq 3
$$

Exercise 1.44. If $a, b, c>0$, prove that

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geq 2\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}\right) \geq \frac{9}{a+b+c} .
$$

Exercise 1.45. If $H_{n}=1+\frac{1}{2}+\cdots+\frac{1}{n}$, prove that

$$
n(n+1)^{\frac{1}{n}}<n+H_{n} \quad \text { for } \quad n \geq 2
$$

Exercise 1.46. Let $x_{1}, x_{2}, \ldots, x_{n}>0$ such that $\frac{1}{1+x_{1}}+\cdots+\frac{1}{1+x_{n}}=1$. Prove that

$$
x_{1} x_{2} \cdots x_{n} \geq(n-1)^{n} .
$$

Exercise 1.47. (Short list IMO, 1998) Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive numbers with $a_{1}+a_{2}+\cdots+a_{n}<1$, prove that

$$
\frac{a_{1} a_{2} \cdots a_{n}\left[1-\left(a_{1}+a_{2}+\cdots+a_{n}\right)\right]}{\left(a_{1}+a_{2}+\cdots+a_{n}\right)\left(1-a_{1}\right)\left(1-a_{2}\right) \cdots\left(1-a_{n}\right)} \leq \frac{1}{n^{n+1}} .
$$

Exercise 1.48. Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive numbers such that $\frac{1}{1+a_{1}}+\cdots+\frac{1}{1+a_{n}}=$ 1. Prove that

$$
\sqrt{a_{1}}+\cdots+\sqrt{a_{n}} \geq(n-1)\left(\frac{1}{\sqrt{a_{1}}}+\cdots+\frac{1}{\sqrt{a_{n}}}\right)
$$

Exercise 1.49. (APMO, 1991) Let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$ be positive numbers with $a_{1}+a_{2}+\cdots+a_{n}=b_{1}+b_{2}+\cdots+b_{n}$. Prove that

$$
\frac{a_{1}^{2}}{a_{1}+b_{1}}+\cdots+\frac{a_{n}^{2}}{a_{n}+b_{n}} \geq \frac{1}{2}\left(a_{1}+\cdots+a_{n}\right)
$$

Exercise 1.50. Let $a, b, c$ be positive numbers, prove that

$$
\frac{1}{a^{3}+b^{3}+a b c}+\frac{1}{b^{3}+c^{3}+a b c}+\frac{1}{c^{3}+a^{3}+a b c} \leq \frac{1}{a b c}
$$

Exercise 1.51. Let $a, b, c$ be positive numbers with $a+b+c=1$, prove that

$$
\left(\frac{1}{a}+1\right)\left(\frac{1}{b}+1\right)\left(\frac{1}{c}+1\right) \geq 64
$$

Exercise 1.52. Let $a, b, c$ be positive numbers with $a+b+c=1$, prove that

$$
\left(\frac{1}{a}-1\right)\left(\frac{1}{b}-1\right)\left(\frac{1}{c}-1\right) \geq 8
$$

Exercise 1.53. (Czech and Slovak Republics, 2005) Let $a, b, c$ be positive numbers that satisfy $a b c=1$, prove that

$$
\frac{a}{(a+1)(b+1)}+\frac{b}{(b+1)(c+1)}+\frac{c}{(c+1)(a+1)} \geq \frac{3}{4} .
$$

Exercise 1.54. Let $a, b, c$ be positive numbers for which $\frac{1}{1+a}+\frac{1}{1+b}+\frac{1}{1+c}=1$. Prove that

$$
a b c \geq 8
$$

Exercise 1.55. Let $a, b, c$ be positive numbers, prove that

$$
\frac{2 a b}{a+b}+\frac{2 b c}{b+c}+\frac{2 c a}{c+a} \leq a+b+c
$$

Exercise 1.56. Let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$ be positive numbers, prove that

$$
\sum_{i=1}^{n} \frac{1}{a_{i} b_{i}} \sum_{i=1}^{n}\left(a_{i}+b_{i}\right)^{2} \geq 4 n^{2}
$$

Exercise 1.57. (Russia, 1991) For all non-negative real numbers $x, y, z$, prove that

$$
\frac{(x+y+z)^{2}}{3} \geq x \sqrt{y z}+y \sqrt{z x}+z \sqrt{x y} .
$$

Exercise 1.58. (Russia, 1992) For all positive real numbers $x, y, z$, prove that

$$
x^{4}+y^{4}+z^{2} \geq \sqrt{8} x y z
$$

Exercise 1.59. (Russia, 1992) For any real numbers $x, y>1$, prove that

$$
\frac{x^{2}}{y-1}+\frac{y^{2}}{x-1} \geq 8
$$

### 1.4 A wonderful inequality: The rearrangement inequality

Consider two collections of real numbers in increasing order,

$$
a_{1} \leq a_{2} \leq \cdots \leq a_{n} \quad \text { and } \quad b_{1} \leq b_{2} \leq \cdots \leq b_{n}
$$

For any permutation $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)$ of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, it happens that

$$
\begin{align*}
a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n} & \geq a_{1}^{\prime} b_{1}+a_{2}^{\prime} b_{2}+\cdots+a_{n}^{\prime} b_{n}  \tag{1.2}\\
& \geq a_{n} b_{1}+a_{n-1} b_{2}+\cdots+a_{1} b_{n} \tag{1.3}
\end{align*}
$$

Moreover, the equality in (1.2) holds if and only if $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. And the equality in (1.3) holds if and only if $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)=\left(a_{n}, a_{n-1}, \ldots, a_{1}\right)$. Inequality (1.2) is known as the rearrangement inequality.

Corollary 1.4.1. For any permutation $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)$ of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, it follows that

$$
a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2} \geq a_{1} a_{1}^{\prime}+a_{2} a_{2}^{\prime}+\cdots+a_{n} a_{n}^{\prime}
$$

Corollary 1.4.2. For any permutation $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)$ of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, it follows that

$$
\frac{a_{1}^{\prime}}{a_{1}}+\frac{a_{2}^{\prime}}{a_{2}}+\cdots+\frac{a_{n}^{\prime}}{a_{n}} \geq n
$$

Proof (of the rearrangement inequality). Suppose that $b_{1} \leq b_{2} \leq \cdots \leq b_{n}$. Let

$$
\begin{aligned}
S & =a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{r} b_{r}+\cdots+a_{s} b_{s}+\cdots+a_{n} b_{n}, \\
S^{\prime} & =a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{s} b_{r}+\cdots+a_{r} b_{s}+\cdots+a_{n} b_{n} .
\end{aligned}
$$

The difference between $S$ and $S^{\prime}$ is that the coefficients of $b_{r}$ and $b_{s}$, where $r<s$, are switched. Hence

$$
S-S^{\prime}=a_{r} b_{r}+a_{s} b_{s}-a_{s} b_{r}-a_{r} b_{s}=\left(b_{s}-b_{r}\right)\left(a_{s}-a_{r}\right)
$$

Thus, we have that $S \geq S^{\prime}$ if and only if $a_{s} \geq a_{r}$. Repeating this process we get the result that the sum $S$ is maximal when $a_{1} \leq a_{2} \leq \cdots \leq a_{n}$.

Example 1.4.3. (IMO, 1975) Consider two collections of numbers $x_{1} \leq x_{2} \leq \cdots \leq$ $x_{n}$ and $y_{1} \leq y_{2} \leq \cdots \leq y_{n}$, and one permutation $\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ of $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$. Prove that

$$
\left(x_{1}-y_{1}\right)^{2}+\cdots+\left(x_{n}-y_{n}\right)^{2} \leq\left(x_{1}-z_{1}\right)^{2}+\cdots+\left(x_{n}-z_{n}\right)^{2} .
$$

By squaring and rearranging this last inequality, we find that it is equivalent to

$$
\sum_{i=1}^{n} x_{i}^{2}-2 \sum_{i=1}^{n} x_{i} y_{i}+\sum_{i=1}^{n} y_{i}^{2} \leq \sum_{i=1}^{n} x_{i}^{2}-2 \sum_{i=1}^{n} x_{i} z_{i}+\sum_{i=1}^{n} z_{i}^{2}
$$

but since $\sum_{i=1}^{n} y_{i}^{2}=\sum_{i=1}^{n} z_{i}^{2}$, then the inequality we have to prove turns to be equivalent to

$$
\sum_{i=1}^{n} x_{i} z_{i} \leq \sum_{i=1}^{n} x_{i} y_{i}
$$

which in turn is inequality (1.2).
Example 1.4.4. (IMO, 1978) Let $x_{1}, x_{2}, \ldots, x_{n}$ be distinct positive integers, prove that

$$
\frac{x_{1}}{1^{2}}+\frac{x_{2}}{2^{2}}+\cdots+\frac{x_{n}}{n^{2}} \geq \frac{1}{1}+\frac{1}{2}+\cdots+\frac{1}{n}
$$

Let $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be a permutation of $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ with $a_{1} \leq a_{2} \leq$ $\cdots \leq a_{n}$ and let $\left(b_{1}, b_{2}, \ldots, b_{n}\right)=\left(\frac{1}{n^{2}}, \frac{1}{(n-1)^{2}}, \ldots, \frac{1}{1^{2}}\right)$; that is, $b_{i}=\frac{1}{(n+1-i)^{2}}$ for $i=1, \ldots, n$.

Consider the permutation $\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}\right)$ of $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ defined by $a_{i}^{\prime}=$ $x_{n+1-i}$, for $i=1, \ldots, n$. Using inequality (1.3) we can argue that

$$
\begin{aligned}
\frac{x_{1}}{1^{2}}+\frac{x_{2}}{2^{2}}+\cdots+\frac{x_{n}}{n^{2}} & =a_{1}^{\prime} b_{1}+a_{2}^{\prime} b_{2}+\cdots+a_{n}^{\prime} b_{n} \\
& \geq a_{n} b_{1}+a_{n-1} b_{2}+\cdots+a_{1} b_{n} \\
& =a_{1} b_{n}+a_{2} b_{n-1}+\cdots+a_{n} b_{1} \\
& =\frac{a_{1}}{1^{2}}+\frac{a_{2}}{2^{2}}+\cdots+\frac{a_{n}}{n^{2}} .
\end{aligned}
$$

Since $1 \leq a_{1}, 2 \leq a_{2}, \ldots, n \leq a_{n}$, we have that
$\frac{x_{1}}{1^{2}}+\frac{x_{2}}{2^{2}}+\cdots+\frac{x_{n}}{n^{2}} \geq \frac{a_{1}}{1^{2}}+\frac{a_{2}}{2^{2}}+\cdots+\frac{a_{n}}{n^{2}} \geq \frac{1}{1^{2}}+\frac{2}{2^{2}}+\cdots+\frac{n}{n^{2}}=\frac{1}{1}+\frac{1}{2}+\cdots+\frac{1}{n}$.
Example 1.4.5. (IMO, 1964) Suppose that $a, b, c$ are the lengths of the sides of $a$ triangle. Prove that

$$
a^{2}(b+c-a)+b^{2}(a+c-b)+c^{2}(a+b-c) \leq 3 a b c
$$

Since the expression is a symmetric function of $a, b$ and $c$, we can assume, without loss of generality, that $c \leq b \leq a$. In this case, $a(b+c-a) \leq$ $b(a+c-b) \leq c(a+b-c)$.

For instance, the first inequality is proved in the following way:

$$
\begin{aligned}
a(b+c-a) \leq b(a+c-b) & \Leftrightarrow a b+a c-a^{2} \leq a b+b c-b^{2} \\
& \Leftrightarrow(a-b) c \leq(a+b)(a-b) \\
& \Leftrightarrow(a-b)(a+b-c) \geq 0 .
\end{aligned}
$$

By (1.3) of the rearrangement inequality, we have
$a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c) \leq b a(b+c-a)+c b(c+a-b)+a c(a+b-c)$,
$a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c) \leq c a(b+c-a)+a b(c+a-b)+b c(a+b-c)$.
Therefore, $2\left[a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c)\right] \leq 6 a b c$.
Example 1.4.6. (IMO, 1983) Let $a, b$ and $c$ be the lengths of the sides of a triangle. Prove that

$$
a^{2} b(a-b)+b^{2} c(b-c)+c^{2} a(c-a) \geq 0 .
$$

Consider the case $c \leq b \leq a$ (the other cases are similar).
As in the previous example, we have that $a(b+c-a) \leq b(a+c-b) \leq c(a+b-c)$ and since $\frac{1}{a} \leq \frac{1}{b} \leq \frac{1}{c}$, using Inequality (1.2) leads us to

$$
\begin{aligned}
\frac{1}{a} a(b+c-a)+\frac{1}{b} b(c+a-b) & +\frac{1}{c} c(a+b-c) \\
& \geq \frac{1}{c} a(b+c-a)+\frac{1}{a} b(c+a-b)+\frac{1}{b} c(a+b-c) .
\end{aligned}
$$

Therefore,

$$
a+b+c \geq \frac{a(b-a)}{c}+\frac{b(c-b)}{a}+\frac{c(a-c)}{b}+a+b+c .
$$

It follows that $\frac{a(b-a)}{c}+\frac{b(c-b)}{a}+\frac{c(a-c)}{b} \leq 0$. Multiplying by $a b c$, we obtain

$$
a^{2} b(a-b)+b^{2} c(b-c)+c^{2} a(c-a) \geq 0 .
$$

Example 1.4.7 (Cauchy-Schwarz inequality). For real numbers $x_{1}, \ldots, x_{n}, y_{1}, \ldots$, $y_{n}$, the following inequality holds:

$$
\left(\sum_{i=1}^{n} x_{i} y_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} x_{i}^{2}\right)\left(\sum_{i=1}^{n} y_{i}^{2}\right) .
$$

The equality holds if and only if there exists some $\lambda \in \mathbb{R}$ with $x_{i}=\lambda y_{i}$ for all $i=1,2, \ldots, n$.

If $x_{1}=x_{2}=\cdots=x_{n}=0$ or $y_{1}=y_{2}=\cdots=y_{n}=0$, the result is evident. Otherwise, let $S=\sqrt{\sum_{i=1}^{n} x_{i}^{2}}$ and $T=\sqrt{\sum_{i=1}^{n} y_{i}^{2}}$, where it is clear that $S, T \neq 0$. Take $a_{i}=\frac{x_{i}}{S}$ and $a_{n+i}=\frac{y_{i}}{T}$ for $i=1,2, \ldots, n$. Using Corollary 1.4.1,

$$
\begin{aligned}
2 & =\sum_{i=1}^{n} \frac{x_{i}^{2}}{S^{2}}+\sum_{i=1}^{n} \frac{y_{i}^{2}}{T^{2}}=\sum_{i=1}^{2 n} a_{i}^{2} \\
& \geq a_{1} a_{n+1}+a_{2} a_{n+2}+\cdots+a_{n} a_{2 n}+a_{n+1} a_{1}+\cdots+a_{2 n} a_{n} \\
& =2 \frac{x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}}{S T} .
\end{aligned}
$$

The equality holds if and only if $a_{i}=a_{n+i}$ for $i=1,2, \ldots, n$, or equivalently, if and only if $x_{i}=\frac{S}{T} y_{i}$ for $i=1,2, \ldots, n$.

Another proof of the Cauchy-Schwarz inequality can be established using Lagrange's identity

$$
\left(\sum_{i=1}^{n} x_{i} y_{i}\right)^{2}=\sum_{i=1}^{n} x_{i}^{2} \sum_{i=1}^{n} y_{i}^{2}-\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(x_{i} y_{j}-x_{j} y_{i}\right)^{2} .
$$

The importance of the Cauchy-Schwarz inequality will be felt throughout the remaining part of this book, as we will use it as a tool to solve many exercises and problems proposed here.
Example 1.4.8 (Nesbitt's inequality). For $a, b, c \in \mathbb{R}^{+}$, we have

$$
\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{3}{2} .
$$

Without loss of generality, we can assume that $a \leq b \leq c$, and then it follows that $a+b \leq c+a \leq b+c$ and $\frac{1}{b+c} \leq \frac{1}{c+a} \leq \frac{1}{a+b}$.

Using the rearrangement inequality (1.2) twice, we obtain

$$
\begin{aligned}
& \frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{b}{b+c}+\frac{c}{c+a}+\frac{a}{a+b} \\
& \frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{c}{b+c}+\frac{a}{c+a}+\frac{b}{a+b}
\end{aligned}
$$

Hence,

$$
2\left(\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b}\right) \geq\left(\frac{b+c}{b+c}+\frac{c+a}{c+a}+\frac{a+b}{a+b}\right)=3
$$

Another way to prove the inequality is using Inequality (1.3) twice,

$$
\begin{aligned}
& \frac{c+a}{b+c}+\frac{a+b}{c+a}+\frac{b+c}{a+b} \geq 3 \\
& \frac{a+b}{b+c}+\frac{b+c}{c+a}+\frac{c+a}{a+b} \geq 3
\end{aligned}
$$

Then, after adding the two expressions, we get $\frac{2 a+b+c}{b+c}+\frac{2 b+c+a}{c+a}+\frac{2 c+a+b}{a+b} \geq 6$, therefore

$$
\frac{2 a}{b+c}+\frac{2 b}{c+a}+\frac{2 c}{a+b} \geq 3
$$

Example 1.4.9. (IMO, 1995) Let $a, b, c$ be positive real numbers with $a b c=1$. Prove that

$$
\frac{1}{a^{3}(b+c)}+\frac{1}{b^{3}(c+a)}+\frac{1}{c^{3}(a+b)} \geq \frac{3}{2}
$$

Without loss of generality, we can assume that $c \leq b \leq a$. Let $x=\frac{1}{a}, y=\frac{1}{b}$ and $z=\frac{1}{c}$, thus

$$
\begin{aligned}
S & =\frac{1}{a^{3}(b+c)}+\frac{1}{b^{3}(c+a)}+\frac{1}{c^{3}(a+b)} \\
& =\frac{x^{3}}{\frac{1}{y}+\frac{1}{z}}+\frac{y^{3}}{\frac{1}{z}+\frac{1}{x}}+\frac{z^{3}}{\frac{1}{x}+\frac{1}{y}} \\
& =\frac{x^{2}}{y+z}+\frac{y^{2}}{z+x}+\frac{z^{2}}{x+y} .
\end{aligned}
$$

Since $x \leq y \leq z$, we can deduce that $x+y \leq z+x \leq y+z$ and also that $\frac{x}{y+z} \leq \frac{y}{z+x} \leq \frac{z}{x+y}$. Using the rearrangement inequality (1.2), we show that

$$
\begin{aligned}
& \frac{x^{2}}{y+z}+\frac{y^{2}}{z+x}+\frac{z^{2}}{x+y} \geq \frac{x y}{y+z}+\frac{y z}{z+x}+\frac{z x}{x+y}, \\
& \frac{x^{2}}{y+z}+\frac{y^{2}}{z+x}+\frac{z^{2}}{x+y} \geq \frac{x z}{y+z}+\frac{y x}{z+x}+\frac{z y}{x+y},
\end{aligned}
$$

which in turn leads to $2 S \geq x+y+z \geq 3 \sqrt[3]{x y z}=3$. Therefore, $S \geq \frac{3}{2}$.
Example 1.4.10. (APMO, 1998) Let $a, b, c \in \mathbb{R}^{+}$, prove that

$$
\left(1+\frac{a}{b}\right)\left(1+\frac{b}{c}\right)\left(1+\frac{c}{a}\right) \geq 2\left(1+\frac{a+b+c}{\sqrt[3]{a b c}}\right)
$$

Observe that

$$
\begin{aligned}
& \left(1+\frac{a}{b}\right)\left(1+\frac{b}{c}\right)\left(1+\frac{c}{a}\right) \geq 2\left(1+\frac{a+b+c}{\sqrt[3]{a b c}}\right) \\
\Leftrightarrow & 1+\left(\frac{a}{b}+\frac{b}{c}+\frac{c}{a}\right)+\left(\frac{a}{c}+\frac{c}{b}+\frac{b}{a}\right)+\frac{a b c}{a b c} \geq 2\left(1+\frac{a+b+c}{\sqrt[3]{a b c}}\right) \\
\Leftrightarrow & \frac{a}{b}+\frac{b}{c}+\frac{c}{a}+\frac{a}{c}+\frac{c}{b}+\frac{b}{a} \geq \frac{2(a+b+c)}{\sqrt[3]{a b c}} .
\end{aligned}
$$

Now we set $a=x^{3}, b=y^{3}, c=z^{3}$. We need to prove that

$$
\frac{x^{3}}{y^{3}}+\frac{y^{3}}{z^{3}}+\frac{z^{3}}{x^{3}}+\frac{x^{3}}{z^{3}}+\frac{z^{3}}{y^{3}}+\frac{y^{3}}{x^{3}} \geq \frac{2\left(x^{3}+y^{3}+z^{3}\right)}{x y z}
$$

But, if we consider

$$
\begin{aligned}
\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right) & =\left(\frac{x}{y}, \frac{y}{z}, \frac{z}{x}, \frac{x}{z}, \frac{z}{y}, \frac{y}{x}\right) \\
\left(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}, a_{4}^{\prime}, a_{5}^{\prime}, a_{6}^{\prime}\right) & =\left(\frac{y}{z}, \frac{z}{x}, \frac{x}{y}, \frac{z}{y}, \frac{y}{x}, \frac{x}{z}\right) \\
\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right) & =\left(\frac{x^{2}}{y^{2}}, \frac{y^{2}}{z^{2}}, \frac{z^{2}}{x^{2}}, \frac{x^{2}}{z^{2}}, \frac{z^{2}}{y^{2}}, \frac{y^{2}}{x^{2}}\right),
\end{aligned}
$$

we are led to the following result:

$$
\begin{aligned}
\frac{x^{3}}{y^{3}}+\frac{y^{3}}{z^{3}}+\frac{z^{3}}{x^{3}}+\frac{x^{3}}{z^{3}}+\frac{z^{3}}{y^{3}}+\frac{y^{3}}{x^{3}} & \geq \frac{x^{2}}{y^{2}} \frac{y}{z}+\frac{y^{2}}{z^{2}} \frac{z}{x}+\frac{z^{2}}{x^{2}} \frac{x}{y}+\frac{x^{2}}{z^{2}} \frac{z}{y}+\frac{z^{2}}{y^{2}} \frac{y}{x}+\frac{y^{2}}{x^{2}} \frac{x}{z} \\
& =\frac{x^{2}}{y z}+\frac{y^{2}}{z x}+\frac{z^{2}}{x y}+\frac{x^{2}}{z y}+\frac{z^{2}}{y x}+\frac{y^{2}}{x z} \\
& =\frac{2\left(x^{3}+y^{3}+z^{3}\right)}{x y z}
\end{aligned}
$$

Example 1.4.11 (Tchebyshev's inequality). Let $a_{1} \leq a_{2} \leq \cdots \leq a_{n}$ and $b_{1} \leq b_{2} \leq$ $\cdots \leq b_{n}$, then

$$
\frac{a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}}{n} \geq \frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \cdot \frac{b_{1}+b_{2}+\cdots+b_{n}}{n}
$$

Applying the rearrangement inequality several times, we get

$$
\begin{array}{cc}
a_{1} b_{1}+\cdots+a_{n} b_{n} & =a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n} \\
a_{1} b_{1}+\cdots+a_{n} b_{n} \geq a_{1} b_{2}+a_{2} b_{3}+\cdots+a_{n} b_{1} \\
a_{1} b_{1}+\cdots+a_{n} b_{n} \geq a_{1} b_{3}+a_{2} b_{4}+\cdots+a_{n} b_{2} \\
\vdots & \vdots
\end{array} \quad \vdots \quad \begin{gathered}
\\
a_{1} b_{1}+\cdots+a_{n} b_{n} \geq
\end{gathered} a_{1} b_{n}+a_{2} b_{1}+\cdots+a_{n} b_{n-1}, ~ l
$$

and adding together all the expressions, we obtain

$$
n\left(a_{1} b_{1}+\cdots+a_{n} b_{n}\right) \geq\left(a_{1}+\cdots+a_{n}\right)\left(b_{1}+\cdots+b_{n}\right) .
$$

The equality holds when $a_{1}=a_{2}=\cdots=a_{n}$ or $b_{1}=b_{2}=\cdots=b_{n}$.
Exercise 1.60. Any three positive real numbers $a, b$ and $c$ satisfy the following inequality:

$$
a^{3}+b^{3}+c^{3} \geq a^{2} b+b^{2} c+c^{2} a
$$

Exercise 1.61. Any three positive real numbers $a, b$ and $c$, with $a b c=1$, satisfy

$$
a^{3}+b^{3}+c^{3}+(a b)^{3}+(b c)^{3}+(c a)^{3} \geq 2\left(a^{2} b+b^{2} c+c^{2} a\right)
$$

Exercise 1.62. Any three positive real numbers $a, b$ and $c$ satisfy

$$
\frac{a^{2}}{b^{2}}+\frac{b^{2}}{c^{2}}+\frac{c^{2}}{a^{2}} \geq \frac{b}{a}+\frac{c}{b}+\frac{a}{c} .
$$

Exercise 1.63. Any three positive real numbers $a, b$ and $c$ satisfy

$$
\frac{1}{a^{2}}+\frac{1}{b^{2}}+\frac{1}{c^{2}} \geq \frac{a+b+c}{a b c}
$$

Exercise 1.64. If $a, b$ and $c$ are the lengths of the sides of a triangle, prove that

$$
\frac{a}{b+c-a}+\frac{b}{c+a-b}+\frac{c}{a+b-c} \geq 3 .
$$

Exercise 1.65. If $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}^{+}$and $s=a_{1}+a_{2}+\cdots+a_{n}$, then

$$
\frac{a_{1}}{s-a_{1}}+\frac{a_{2}}{s-a_{2}}+\cdots+\frac{a_{n}}{s-a_{n}} \geq \frac{n}{n-1} .
$$

Exercise 1.66. If $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}^{+}$and $s=a_{1}+a_{2}+\cdots+a_{n}$, then

$$
\frac{s}{s-a_{1}}+\frac{s}{s-a_{2}}+\cdots+\frac{s}{s-a_{n}} \geq \frac{n^{2}}{n-1} .
$$

Exercise 1.67. If $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}^{+}$and $a_{1}+a_{2}+\cdots+a_{n}=1$, then

$$
\frac{a_{1}}{2-a_{1}}+\frac{a_{2}}{2-a_{2}}+\cdots+\frac{a_{n}}{2-a_{n}} \geq \frac{n}{2 n-1} .
$$

Exercise 1.68. (Quadratic mean-arithmetic mean inequality) Let $x_{1}, \ldots, x_{n} \in$ $\mathbb{R}^{+}$, then

$$
\sqrt{\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n}} \geq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

Exercise 1.69. For positive real numbers $a, b, c$ such that $a+b+c=1$, prove that

$$
a b+b c+c a \leq \frac{1}{3}
$$

Exercise 1.70. (Harmonic, geometric and arithmetic mean) Let $x_{1}, \ldots, x_{n} \in \mathbb{R}^{+}$, prove that

$$
\frac{n}{\frac{1}{x_{1}}+\frac{1}{x_{2}}+\cdots+\frac{1}{x_{n}}} \leq \sqrt[n]{x_{1} x_{2} \cdots x_{n}} \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

And the equalities hold if and only if $x_{1}=x_{2}=\cdots=x_{n}$.

Exercise 1.71. Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive numbers with $a_{1} a_{2} \cdots a_{n}=1$. Prove that

$$
a_{1}^{n-1}+a_{2}^{n-1}+\cdots+a_{n}^{n-1} \geq \frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}} .
$$

Exercise 1.72. (China, 1989) Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive numbers such that $a_{1}+a_{2}+\cdots+a_{n}=1$. Prove that

$$
\frac{a_{1}}{\sqrt{1-a_{1}}}+\cdots+\frac{a_{n}}{\sqrt{1-a_{n}}} \geq \frac{1}{\sqrt{n-1}}\left(\sqrt{a_{1}}+\cdots+\sqrt{a_{n}}\right) .
$$

Exercise 1.73. Let $a, b$ and $c$ be positive numbers such that $a+b+c=1$. Prove that
(i) $\sqrt{4 a+1}+\sqrt{4 b+1}+\sqrt{4 c+1}<5$,
(ii) $\sqrt{4 a+1}+\sqrt{4 b+1}+\sqrt{4 c+1} \leq \sqrt{21}$.

Exercise 1.74. Let $a, b, c, d \in \mathbb{R}^{+}$with $a b+b c+c d+d a=1$, prove that

$$
\frac{a^{3}}{b+c+d}+\frac{b^{3}}{a+c+d}+\frac{c^{3}}{a+b+d}+\frac{d^{3}}{a+b+c} \geq \frac{1}{3}
$$

Exercise 1.75. Let $a, b, c$ be positive numbers with $a b c=1$, prove that

$$
\frac{a}{b}+\frac{b}{c}+\frac{c}{a} \geq a+b+c
$$

Exercise 1.76. Let $x_{1}, x_{2}, \ldots, x_{n}(n>2)$ be real numbers such that the sum of any $n-1$ of them is greater than the element left out of the sum. Set $s=\sum_{k=1}^{n} x_{k}$. Prove that

$$
\sum_{k=1}^{n} \frac{x_{k}^{2}}{s-2 x_{k}} \geq \frac{s}{n-2}
$$

### 1.5 Convex functions

A function $f:[a, b] \rightarrow \mathbb{R}$ is called convex in the interval $I=[a, b]$ if for any $t \in[0,1]$ and for all $a \leq x<y \leq b$, the following inequality holds:

$$
\begin{equation*}
f(t y+(1-t) x) \leq t f(y)+(1-t) f(x) \tag{1.4}
\end{equation*}
$$

Geometrically, the inequality in the definition means that the graph of $f$ between $x$ and $y$ is below the segment which joins the points $(x, f(x))$ and $(y, f(y))$.


In fact, the equation of the line joining the points $(x, f(x))$ and $(y, f(y))$ is expressed as

$$
L(s)=f(x)+\frac{f(y)-f(x)}{y-x}(s-x)
$$

Then, evaluating at the point $s=t y+(1-t) x$, we get

$$
\begin{aligned}
L(t y+(1-t) x) & =f(x)+\frac{f(y)-f(x)}{y-x}(t(y-x))=f(x)+t(f(y)-f(x)) \\
& =t f(y)+(1-t) f(x)
\end{aligned}
$$

Hence, Inequality (1.4) is equivalent to

$$
f(t y+(1-t) x) \leq L(t y+(1-t) x)
$$

Proposition 1.5.1. (1) If $f$ is convex in the interval $[a, b]$, then it is convex in any subinterval $[x, y] \subset[a, b]$.
(2) If $f$ is convex in $[a, b]$, then for any $x, y \in[a, b]$, we have that

$$
\begin{equation*}
f\left(\frac{x+y}{2}\right) \leq \frac{1}{2}(f(x)+f(y)) \tag{1.5}
\end{equation*}
$$

(3) (Jensen's inequality) If $f$ is convex in $[a, b]$, then for any $t_{1}, \ldots, t_{n} \in[0,1]$, with $\sum_{i=1}^{n} t_{i}=1$, and for $x_{1}, \ldots, x_{n} \in[a, b]$, we can deduce that

$$
f\left(t_{1} x_{1}+\cdots+t_{n} x_{n}\right) \leq t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right) .
$$

(4) In particular, for $x_{1}, \ldots, x_{n} \in[a, b]$, we can establish that

$$
f\left(\frac{x_{1}+\cdots+x_{n}}{n}\right) \leq \frac{1}{n}\left(f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)\right)
$$

Proof. (1) We leave the proof as an exercise for the reader.
(2) It is sufficient to choose $t=\frac{1}{2}$ in (1.4).
(3) We have

$$
\begin{aligned}
& f\left(t_{1} x_{1}+\cdots+t_{n} x_{n}\right)=f\left(\left(1-t_{n}\right)\left(\frac{t_{1}}{1-t_{n}} x_{1}+\cdots+\frac{t_{n-1}}{1-t_{n}} x_{n-1}\right)+t_{n} x_{n}\right) \\
& \leq\left(1-t_{n}\right) f\left(\frac{t_{1}}{1-t_{n}} x_{1}+\cdots+\frac{t_{n-1}}{1-t_{n}} x_{n-1}\right)+t_{n} f\left(x_{n}\right), \text { by convexity } \\
& \leq\left(1-t_{n}\right)\left\{\frac{t_{1}}{1-t_{n}} f\left(x_{1}\right)+\cdots+\frac{t_{n-1}}{1-t_{n}} f\left(x_{n-1}\right)\right\}+t_{n} f\left(x_{n}\right), \text { by induction } \\
& =t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right)
\end{aligned}
$$

(4) We only need to apply (3) using $t_{1}=t_{2}=\cdots=t_{n}=\frac{1}{n}$.

Observations 1.5.2. (i) We can see that (4) holds true only under the assumption that $f$ satisfies the relation $f\left(\frac{x+y}{2}\right) \leq \frac{f(x)+f(y)}{2}$ for any $x, y \in[a, b]$.
(ii) We can observe that (3) is true for $t_{1}, \ldots, t_{n} \in[0,1]$ rational numbers, only under the condition that $f$ satisfies the relation $f\left(\frac{x+y}{2}\right) \leq \frac{f(x)+f(y)}{2}$ for any $x, y \in[a, b]$.
We will prove (i) using induction. Let us call $P_{n}$ the assertion

$$
f\left(\frac{x_{1}+\cdots+x_{n}}{n}\right) \leq \frac{1}{n}\left(f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)\right)
$$

for $x_{1}, \ldots, x_{n} \in[a, b]$. It is clear that $P_{1}$ and $P_{2}$ are true.
Now, we will show that $P_{n} \Rightarrow P_{n-1}$.
Let $x_{1}, \ldots, x_{n} \in[a, b]$ and let $y=\frac{x_{1}+\cdots+x_{n-1}}{n-1}$. Since $P_{n}$ is true, we can establish that

$$
f\left(\frac{x_{1}+\cdots+x_{n-1}+y}{n}\right) \leq \frac{1}{n} f\left(x_{1}\right)+\cdots+\frac{1}{n} f\left(x_{n-1}\right)+\frac{1}{n} f(y)
$$

But the left side is $f(y)$, therefore $n \cdot f(y) \leq f\left(x_{1}\right)+\cdots+f\left(x_{n-1}\right)+f(y)$, and

$$
f(y) \leq \frac{1}{n-1}\left(f\left(x_{1}\right)+\cdots+f\left(x_{n-1}\right)\right)
$$

Finally, we can observe that $P_{n} \Rightarrow P_{2 n}$.
Let $D=f\left(\frac{x_{1}+\cdots+x_{n}+x_{n+1}+\cdots+x_{2 n}}{2 n}\right)=f\left(\frac{u+v}{2}\right)$, where $u=\frac{x_{1}+\cdots+x_{n}}{n}$ and $v=\frac{x_{n+1}+\cdots+x_{2 n}}{n}$.

Since $f\left(\frac{u+v}{2}\right) \leq \frac{1}{2}(f(u)+f(v))$, we have that

$$
\begin{aligned}
D & \leq \frac{1}{2}(f(u)+f(v))=\frac{1}{2}\left(f\left(\frac{x_{1}+\cdots+x_{n}}{n}\right)+f\left(\frac{x_{n+1}+\cdots+x_{2 n}}{n}\right)\right) \\
& \leq \frac{1}{2 n}\left(f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)+f\left(x_{n+1}\right)+\cdots+f\left(x_{2 n}\right)\right)
\end{aligned}
$$

where we have used twice the statement that $P_{n}$ is true.
To prove (ii), our starting point will be the assertion that $f\left(\frac{x_{1}+\cdots+x_{n}}{n}\right) \leq$ $\frac{1}{n}\left(f\left(x_{1}\right)+\cdots+f\left(x_{n}\right)\right)$ for $x_{1}, \ldots, x_{n} \in[a, b]$ and $n \in \mathbb{N}$.

Let $t_{1}=\frac{r_{1}}{s_{1}}, \ldots, t_{n}=\frac{r_{n}}{s_{n}}$ be rational numbers in $[0,1]$ with $\sum_{i=1}^{n} t_{i}=1$. If $m$ is the least common multiple of the $s_{i}$ 's, then $t_{i}=\frac{p_{i}}{m}$ with $p_{i} \in \mathbb{N}$ and $\sum_{i=1}^{n} p_{i}=m$, hence

$$
\begin{aligned}
f\left(t_{1} x_{1}+\cdots\right. & \left.+t_{n} x_{n}\right)=f\left(\frac{p_{1}}{m} x_{1}+\cdots+\frac{p_{n}}{m} x_{n}\right) \\
& =f(\frac{1}{m}[\underbrace{\left(x_{1}+\cdots+x_{1}\right)}_{p_{1}-\operatorname{terms}}+\cdots+\underbrace{\left(x_{n}+\cdots+x_{n}\right)}_{p_{n}-\operatorname{terms}}]) \\
& \leq \frac{1}{m}[\underbrace{\left(f\left(x_{1}\right)+\cdots+f\left(x_{1}\right)\right)}_{p_{1}-\operatorname{terms}}+\cdots+\underbrace{\left(f\left(x_{n}\right)+\cdots+f\left(x_{n}\right)\right)}_{p_{n}-\operatorname{terms}}] \\
& =\frac{p_{1}}{m} f\left(x_{1}\right)+\cdots+\frac{p_{n}}{m} f\left(x_{n}\right) \\
& =t_{1} f\left(x_{1}\right)+\cdots+t_{n} f\left(x_{n}\right)
\end{aligned}
$$

Observation 1.5.3. If $f:[a, b] \rightarrow \mathbb{R}$ is a continuous ${ }^{2}$ function on $[a, b]$ and satisfies hypothesis (2) of the proposition, then $f$ is convex.

We have seen that if $f$ satisfies (2), then

$$
f(q x+(1-q) y) \leq q f(x)+(1-q) f(y)
$$

for any $x, y \in[a, b]$ and $q \in[0,1]$ rational number. Since any real number $t$ can be approximated by a sequence of rational numbers $q_{n}$, and if these $q_{n}$ belong to $[0,1]$, we can deduce that

$$
f\left(q_{n} x+\left(1-q_{n}\right) y\right) \leq q_{n} f(x)+\left(1-q_{n}\right) f(y)
$$

Now, by using the continuity of $f$ and taking the limit, we get

$$
f(t x+(1-t) y) \leq t f(x)+(1-t) f(y)
$$

We say that a function $f:[a, b] \rightarrow \mathbb{R}$ is concave if $-f$ is convex.

[^1]Observation 1.5.4. A function $f:[a, b] \rightarrow \mathbb{R}$ is concave if and only if

$$
f(t y+(1-t) x) \geq t f(y)+(1-t) f(x) \text { for } 0 \leq t \leq 1 \text { and } a \leq x<y \leq b
$$

Now, we will consider some criteria to decide whether a function is convex.
Criterion 1.5.5. A function $f:[a, b] \rightarrow \mathbb{R}$ is convex if and only if the set $\{(x, y) \mid$ $a \leq x \leq b, f(x) \leq y\}$ is convex. ${ }^{3}$

Proof. Suppose that $f$ is convex and let $A=\left(x_{1}, y_{1}\right)$ and $B=\left(x_{2}, y_{2}\right)$ be two points in the set $U=\{(x, y) \mid a \leq x \leq b, f(x) \leq y\}$. To prove that $t B+(1-t) A=$ $\left(t x_{2}+(1-t) x_{1}, t y_{2}+(1-t) y_{1}\right)$ belongs to $U$, it is sufficient to demonstrate that $a \leq t x_{2}+(1-t) x_{1} \leq b$ and $f\left(t x_{2}+(1-t) x_{1}\right) \leq t y_{2}+(1-t) y_{1}$. The first condition follows immediately since $x_{1}$ and $x_{2}$ belong to $[a, b]$.

As for the second condition, since $f$ is convex, it follows that

$$
f\left(t x_{2}+(1-t) x_{1}\right) \leq t f\left(x_{2}\right)+(1-t) f\left(x_{1}\right) .
$$

Moreover, since $f\left(x_{2}\right) \leq y_{2}$ and $f\left(x_{1}\right) \leq y_{1}$, we can deduce that

$$
f\left(t x_{2}+(1-t) x_{1}\right) \leq t y_{2}+(1-t) y_{1}
$$

Conversely, we will observe that $f$ is convex if $U$ is convex.
Let $x_{1}, x_{2} \in[a, b]$ and let us consider $A=\left(x_{1}, f\left(x_{1}\right)\right)$ and $B=\left(x_{2}, f\left(x_{2}\right)\right)$. Clearly $A$ and $B$ belong to $U$, and since $U$ is convex, the segment that joins them belongs to $U$, that is, the points of the form $t B+(1-t) A$ for $t \in[0,1]$. Thus,

$$
\left(t x_{2}+(1-t) x_{1}, t f\left(x_{2}\right)+(1-t) f\left(x_{1}\right)\right) \in U
$$

but this implies that $f\left(t x_{2}+(1-t) x_{1}\right) \leq t f\left(x_{2}\right)+(1-t) f\left(x_{1}\right)$. Hence $f$ is convex.

Criterion 1.5.6. A function $f:[a, b] \rightarrow \mathbb{R}$ is convex if and only if, for each $x_{0} \in$ $[a, b]$, the function $P(x)=\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}$ is non-decreasing for $x \neq x_{0}$.

Proof. Suppose that $f$ is convex. To prove that $P(x)$ is non-decreasing, we take $x<y$ and then we show that $P(x) \leq P(y)$. One of the following three situations can arise: $x_{0}<x<y, x<x_{0}<y$ or $x<y<x_{0}$. Let us consider the first of these

[^2]cases and then the other two can be proved in a similar way. First note that
\[

$$
\begin{aligned}
P(x) \leq P(y) & \Leftrightarrow \frac{f(x)-f\left(x_{0}\right)}{x-x_{0}} \leq \frac{f(y)-f\left(x_{0}\right)}{y-x_{0}} \\
& \Leftrightarrow\left(f(x)-f\left(x_{0}\right)\right)\left(y-x_{0}\right) \leq\left(f(y)-f\left(x_{0}\right)\right)\left(x-x_{0}\right) \\
& \Leftrightarrow f(x)\left(y-x_{0}\right) \leq f(y)\left(x-x_{0}\right)+f\left(x_{0}\right)(y-x) \\
& \Leftrightarrow f(x) \leq f(y) \frac{x-x_{0}}{y-x_{0}}+f\left(x_{0}\right) \frac{y-x}{y-x_{0}} \\
& \Leftrightarrow f\left(\frac{x-x_{0}}{y-x_{0}} y+\frac{y-x}{y-x_{0}} x_{0}\right) \leq f(y) \frac{x-x_{0}}{y-x_{0}}+f\left(x_{0}\right) \frac{y-x}{y-x_{0}} .
\end{aligned}
$$
\]

The result follows immediately.
Criterion 1.5.7. If the function $f:[a, b] \rightarrow \mathbb{R}$ is differentiable ${ }^{4}$ with a nondecreasing derivative, then $f$ is convex. In particular, if $f$ is twice differentiable and $f^{\prime \prime}(x) \geq 0$, then the function is convex.

Proof. It is clear that $f^{\prime \prime}(x) \geq 0$, for $x \in[a, b]$, implies that $f^{\prime}(x)$ is non-decreasing. We see that if $f^{\prime}(x)$ is non-decreasing, the function is convex.

Let $x=t b+(1-t) a$ be a point on $[a, b]$. Recalling the mean value theorem, ${ }^{5}$ we know there exist $c \in(a, x)$ and $d \in(x, b)$ such that

$$
\begin{aligned}
& f(x)-f(a)=(x-a) f^{\prime}(c)=t(b-a) f^{\prime}(c) \\
& f(b)-f(x)=(b-x) f^{\prime}(d)=(1-t)(b-a) f^{\prime}(d)
\end{aligned}
$$

Then, since $f^{\prime}(x)$ is non-decreasing, we can deduce that

$$
(1-t)(f(x)-f(a))=t(1-t)(b-a) f^{\prime}(c) \leq t(1-t)(b-a) f^{\prime}(d)=t(f(b)-f(x))
$$

After rearranging terms we get

$$
f(x) \leq t f(b)+(1-t) f(a)
$$

Let us present one geometric interpretation of convexity (and concavity).
Let $x, y, z$ be points in the interval $[a, b]$ with $x<y<z$. If the vertices of the triangle $X Y Z$ have coordinates $X=(x, f(x)), Y=(y, f(y)), Z=(z, f(z))$, then the area of the triangle is given by

$$
\Delta=\frac{1}{2} \operatorname{det} A, \text { where } A=\left(\begin{array}{lll}
1 & x & f(x) \\
1 & y & f(y) \\
1 & z & f(z)
\end{array}\right)
$$

[^3]The area can be positive or negative, this will depend on whether the triangle $X Y Z$ is positively oriented (anticlockwise oriented) or negatively oriented. For a convex function, we have that $\Delta>0$ and for a concave function, $\Delta<0$, as shown in the following graphs.



In fact,

$$
\begin{aligned}
\Delta>0 & \Leftrightarrow \operatorname{det} A>0 \\
& \Leftrightarrow \quad(z-y) f(x)-(z-x) f(y)+(y-x) f(z)>0 \\
& \Leftrightarrow f(y)<\frac{z-y}{z-x} f(x)+\frac{y-x}{z-x} f(z)
\end{aligned}
$$

If we take $t=\frac{y-x}{z-x}$, we have $0<t<1,1-t=\frac{z-y}{z-x}, y=t z+(1-t) x$ and $f(t z+(1-t) x)<t f(z)+(1-t) f(x)$.

Now, let us introduce several examples where convex functions are used to establish inequalities.

Example 1.5.8. The function $f(x)=x^{n}, n \geq 1$, is convex in $\mathbb{R}^{+}$and the function $f(x)=x^{n}$, with $n$ even, is also convex in $\mathbb{R}$.

This follows from the fact that $f^{\prime \prime}(x)=n(n-1) x^{n-2} \geq 0$ in each case.
As an application of this we get the following.
(i) Since $\left(\frac{a+b}{2}\right)^{2} \leq \frac{a^{2}+b^{2}}{2}$, we can deduce that $\frac{a+b}{2} \leq \sqrt{\frac{a^{2}+b^{2}}{2}}$, which is the inequality between the arithmetic mean and the quadratic mean.
(ii) Since $\left(\frac{a+b}{2}\right)^{n} \leq \frac{a^{n}+b^{n}}{2}$, we can deduce that $a^{n}+b^{n} \geq \frac{1}{2^{n-1}}$, for $a$ and $b$ positive numbers such that $a+b=1$.
(iii) If $a$ and $b$ are positive numbers, $\left(1+\frac{a}{b}\right)^{n}+\left(1+\frac{b}{a}\right)^{n} \geq 2^{n+1}$. This follows
from

$$
\begin{aligned}
2^{n}=f(2) \leq f\left(\frac{\frac{a+b}{a}+\frac{a+b}{b}}{2}\right) & \leq \frac{1}{2}\left[f\left(1+\frac{a}{b}\right)+f\left(1+\frac{b}{a}\right)\right] \\
& =\frac{1}{2}\left[\left(1+\frac{a}{b}\right)^{n}+\left(1+\frac{b}{a}\right)^{n}\right]
\end{aligned}
$$

Example 1.5.9. The exponential function $f(x)=e^{x}$ is convex in $\mathbb{R}$, since $f^{\prime \prime}(x)=$ $e^{x}>0$, for every $x \in \mathbb{R}$.

Let us observe several ways in which this property can be used.
(i) (Weighted AM-GM inequality) If $x_{1}, \ldots, x_{n}, t_{1}, \ldots, t_{n}$ are positive numbers and $\sum_{i=1}^{n} t_{i}=1$, then

$$
x_{1}^{t_{1}} \cdots x_{n}^{t_{n}} \leq t_{1} x_{1}+\cdots+t_{n} x_{n}
$$

In fact, since $x_{i}^{t_{i}}=e^{t_{i} \log x_{i}}$ and $e^{x}$ is convex, we can deduce that

$$
\begin{aligned}
x_{1}^{t_{1}} \cdots x_{n}^{t_{n}} & =e^{t_{1} \log x_{1}} \cdots e^{t_{n} \log x_{n}}=e^{t_{1} \log x_{1}+\cdots+t_{n} \log x_{n}} \\
& \leq t_{1} e^{\log x_{1}}+\cdots+t_{n} e^{\log x_{n}}=t_{1} x_{1}+\cdots+t_{n} x_{n}
\end{aligned}
$$

In particular, if we take $t_{i}=\frac{1}{n}$, for $1 \leq i \leq n$, we can produce another proof of the inequality between the arithmetic mean and the geometric mean for $n$ numbers.
(ii) (Young's inequality) Let $x, y$ be positive real numbers. If $a, b>0$ satisfy the condition $\frac{1}{a}+\frac{1}{b}=1$, then $x y \leq \frac{1}{a} x^{a}+\frac{1}{b} y^{b}$.

We only need to apply part (i) as follows:

$$
x y=\left(x^{a}\right)^{\frac{1}{a}}\left(y^{b}\right)^{\frac{1}{b}} \leq \frac{1}{a} x^{a}+\frac{1}{b} y^{b} .
$$

(iii) (Hölder's inequality) Let $x_{1}, x_{2}, \ldots, x_{n}, y_{1}, y_{2}, \ldots, y_{n}$ be positive numbers and $a, b>0$ such that $\frac{1}{a}+\frac{1}{b}=1$, then

$$
\sum_{i=1}^{n} x_{i} y_{i} \leq\left(\sum_{i=1}^{n} x_{i}^{a}\right)^{1 / a}\left(\sum_{i=1}^{n} y_{i}^{b}\right)^{1 / b}
$$

Let us first assume that $\sum_{i=1}^{n} x_{i}^{a}=\sum_{i=1}^{n} y_{i}^{b}=1$.
Using part (ii), $x_{i} y_{i} \leq \frac{1}{a} x_{i}^{a}+\frac{1}{b} y_{i}^{b}$, then

$$
\sum_{i=1}^{n} x_{i} y_{i} \leq \frac{1}{a} \sum_{i=1}^{n} x_{i}^{a}+\frac{1}{b} \sum_{i=1}^{n} y_{i}^{b}=\frac{1}{a}+\frac{1}{b}=1
$$

Now, suppose that $\sum_{i=1}^{n} x_{i}^{a}=A$ and $\sum_{i=1}^{n} y_{i}^{b}=B$. Let us take $x_{i}^{\prime}=\frac{x_{i}}{A^{1 / a}}$ and $y_{i}^{\prime}=\frac{y_{i}}{B^{1 / b}}$. Since

$$
\sum_{i=1}^{n}\left(x_{i}^{\prime}\right)^{a}=\frac{\sum_{i=1}^{n} x_{i}^{a}}{A}=1 \quad \text { and } \quad \sum_{i=1}^{n}\left(y_{i}^{\prime}\right)^{b}=\frac{\sum_{i=1}^{n} y_{i}^{b}}{B}=1
$$

we can deduce that

$$
1 \geq \sum_{i=1}^{n} x_{i}^{\prime} y_{i}^{\prime}=\sum_{i=1}^{n} \frac{x_{i} y_{i}}{A^{1 / a} B^{1 / b}}=\frac{1}{A^{1 / a} B^{1 / b}} \sum_{i=1}^{n} x_{i} y_{i}
$$

Therefore, $\sum_{i=1}^{n} x_{i} y_{i} \leq A^{1 / a} B^{1 / b}$.
If we choose $a=b=2$, we get the Cauchy-Schwarz inequality.
Let us introduce a consequence of Hölder's inequality, which is a generalization of the triangle inequality.

Example 1.5.10 (Minkowski's inequality). Let $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$ be positive numbers and $p>1$, then

$$
\left(\sum_{k=1}^{n}\left(a_{k}+b_{k}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{k=1}^{n}\left(a_{k}\right)^{p}\right)^{\frac{1}{p}}+\left(\sum_{k=1}^{n}\left(b_{k}\right)^{p}\right)^{\frac{1}{p}}
$$

We note that

$$
\left(a_{k}+b_{k}\right)^{p}=a_{k}\left(a_{k}+b_{k}\right)^{p-1}+b_{k}\left(a_{k}+b_{k}\right)^{p-1}
$$

so that

$$
\begin{equation*}
\sum_{k=1}^{n}\left(a_{k}+b_{k}\right)^{p}=\sum_{k=1}^{n} a_{k}\left(a_{k}+b_{k}\right)^{p-1}+\sum_{k=1}^{n} b_{k}\left(a_{k}+b_{k}\right)^{p-1} \tag{1.6}
\end{equation*}
$$

We apply Hölder's inequality to each term of the sum on the right-hand side of (1.6), with $q$ such that $\frac{1}{p}+\frac{1}{q}=1$, to get

$$
\begin{aligned}
& \sum_{k=1}^{n} a_{k}\left(a_{k}+b_{k}\right)^{p-1} \leq\left(\sum_{k=1}^{n}\left(a_{k}\right)^{p}\right)^{\frac{1}{p}}\left(\sum_{k=1}^{n}\left(a_{k}+b_{k}\right)^{q(p-1)}\right)^{\frac{1}{q}} \\
& \sum_{k=1}^{n} b_{k}\left(a_{k}+b_{k}\right)^{p-1} \leq\left(\sum_{k=1}^{n}\left(b_{k}\right)^{p}\right)^{\frac{1}{p}}\left(\sum_{k=1}^{n}\left(a_{k}+b_{k}\right)^{q(p-1)}\right)^{\frac{1}{q}}
\end{aligned}
$$

Putting these inequalities into (1.6), and noting that $q(p-1)=p$, yields the required inequality. Note that Minkowski's inequality is an equality if we allow $p=1$. For $0<p<1$, the inequality is reversed.

Example 1.5.11. (Short list IMO, 1998) If $r_{1}, \ldots, r_{n}$ are real numbers greater than 1, prove that

$$
\frac{1}{1+r_{1}}+\cdots+\frac{1}{1+r_{n}} \geq \frac{n}{\sqrt[n]{r_{1} \cdots r_{n}}+1}
$$

First note that the function $f(x)=\frac{1}{1+e^{x}}$ is convex for $\mathbb{R}^{+}$, since $f^{\prime}(x)=$ $\frac{-e^{x}}{\left(1+e^{x}\right)^{2}}$ and $f^{\prime \prime}(x)=\frac{e^{x}\left(e^{x}-1\right)}{\left(e^{x}+1\right)^{3}} \geq 0$ for $x>0$.

Now, if $r_{i}>1$, then $r_{i}=e^{x_{i}}$ for some $x_{i}>0$. Since $f(x)=\frac{1}{1+e^{x}}$ is convex, we can establish that

$$
\frac{1}{e^{\left(\frac{x_{1}+\cdots+x_{n}}{n}\right)}+1} \leq \frac{1}{n}\left(\frac{1}{1+e^{x_{1}}}+\cdots+\frac{1}{1+e^{x_{n}}}\right)
$$

hence

$$
\frac{n}{\sqrt[n]{r_{1} \cdots r_{n}}+1} \leq \frac{1}{1+r_{1}}+\cdots+\frac{1}{1+r_{n}}
$$

Example 1.5.12. (China, 1989) Prove that for any $n$ real positive numbers $x_{1}, \ldots$, $x_{n}$ such that $\sum_{i=1}^{n} x_{i}=1$, we have

$$
\sum_{i=1}^{n} \frac{x_{i}}{\sqrt{1-x_{i}}} \geq \frac{\sum_{i=1}^{n} \sqrt{x_{i}}}{\sqrt{n-1}}
$$

We will use the fact that the function $f(x)=\frac{x}{\sqrt{1-x}}$ is convex in $(0,1)$, since $f^{\prime \prime}(x)>0$,

$$
\frac{1}{n} \sum_{i=1}^{n} \frac{x_{i}}{\sqrt{1-x_{i}}}=\frac{1}{n} \sum_{i=1}^{n} f\left(x_{i}\right) \geq f\left(\sum_{i=1}^{n} \frac{1}{n} x_{i}\right)=f\left(\frac{1}{n}\right)=\frac{1}{\sqrt{n} \sqrt{n-1}}
$$

hence

$$
\sum_{i=1}^{n} \frac{x_{i}}{\sqrt{1-x_{i}}} \geq \frac{\sqrt{n}}{\sqrt{n-1}}
$$

It is left to prove that $\sum_{i=1}^{n} \sqrt{x_{i}} \leq \sqrt{n}$, but this follows from the Cauchy-Schwarz inequality, $\sum_{i=1}^{n} \sqrt{x_{i}} \leq \sqrt{\sum_{i=1}^{n} x_{i}} \sqrt{\sum_{i=1}^{n} 1}=\sqrt{n}$.
Example 1.5.13. (Hungary-Israel, 1999) Let $k$ and $l$ be two given positive integers, and let $a_{i j}, 1 \leq i \leq k$ and $1 \leq j \leq l$, be kl given positive numbers. Prove that if $q \geq p>0$, then

$$
\left(\sum_{j=1}^{l}\left(\sum_{i=1}^{k} a_{i j}^{p}\right)^{\frac{q}{p}}\right)^{\frac{1}{q}} \leq\left(\sum_{i=1}^{k}\left(\sum_{j=1}^{l} a_{i j}^{q}\right)^{\frac{p}{q}}\right)^{\frac{1}{p}}
$$

Define $b_{j}=\sum_{i=1}^{k} a_{i j}^{p}$ for $j=1,2, \ldots, l$, and denote the left-hand side of the required inequality by $L$ and the right-hand side by $R$. Then

$$
\begin{aligned}
L^{q} & =\sum_{j=1}^{l} b_{j}^{\frac{q}{p}} \\
& =\sum_{j=1}^{l}\left(b_{j}^{\frac{q-p}{p}}\left(\sum_{i=1}^{k} a_{i j}^{p}\right)\right) \\
& =\sum_{i=1}^{k}\left(\sum_{j=1}^{l} b_{j}^{\frac{q-p}{p}} a_{i j}^{p}\right) .
\end{aligned}
$$

Using Hölder's inequality we obtain

$$
\begin{aligned}
L^{q} & \leq \sum_{i=1}^{k}\left[\left(\sum_{j=1}^{l}\left(b_{j}^{\frac{q-p}{p}}\right)^{\frac{q}{q-p}}\right)^{\frac{q-p}{q}}\left(\sum_{j=1}^{l}\left(a_{i j}^{p}\right)^{\frac{q}{p}}\right)^{\frac{p}{q}}\right] \\
& =\sum_{i=1}^{k}\left[\left(\sum_{j=1}^{l} b_{j}^{\frac{q}{p}}\right)^{\frac{q-p}{q}}\left(\sum_{j=1}^{l} a_{i j}^{q}\right)^{\frac{p}{q}}\right] \\
& =\left(\sum_{j=1}^{l} b_{j}^{\frac{q}{p}}\right)^{\frac{q-p}{q}} \cdot\left[\sum_{i=1}^{k}\left(\sum_{j=1}^{l} a_{i j}^{q}\right)^{\frac{p}{q}}\right]=L^{q-p} R^{p} .
\end{aligned}
$$

The inequality $L \leq R$ follows by dividing both sides of $L^{q} \leq L^{q-p} R^{p}$ by $L^{q-p}$ and taking the $p$-th root.
Exercise 1.77. (i) For $a, b \in \mathbb{R}^{+}$, with $a+b=1$, prove that

$$
\left(a+\frac{1}{a}\right)^{2}+\left(b+\frac{1}{b}\right)^{2} \geq \frac{25}{2}
$$

(ii) For $a, b, c \in \mathbb{R}^{+}$, with $a+b+c=1$, prove that

$$
\left(a+\frac{1}{a}\right)^{2}+\left(b+\frac{1}{b}\right)^{2}+\left(c+\frac{1}{c}\right)^{2} \geq \frac{100}{3}
$$

Exercise 1.78. For $0 \leq a, b, c \leq 1$, prove that

$$
\frac{a}{b+c+1}+\frac{b}{c+a+1}+\frac{c}{a+b+1}+(1-a)(1-b)(1-c) \leq 1 .
$$

Exercise 1.79. (Russia, 2000) For real numbers $x, y$ such that $0 \leq x, y \leq 1$, prove that

$$
\frac{1}{\sqrt{1+x^{2}}}+\frac{1}{\sqrt{1+y^{2}}} \leq \frac{2}{\sqrt{1+x y}}
$$

Exercise 1.80. Prove that the function $f(x)=\sin x$ is concave in the interval $[0, \pi]$. Use this to verify that the angles $A, B, C$ of a triangle satisfy $\sin A+\sin B+\sin C \leq$ $\frac{3}{2} \sqrt{3}$.
Exercise 1.81. If $A, B, C, D$ are angles belonging to the interval $[0, \pi]$, then
(i) $\sin A \sin B \leq \sin ^{2}\left(\frac{A+B}{2}\right)$ and the equality holds if and only if $A=B$,
(ii) $\sin A \sin B \sin C \sin D \leq \sin ^{4}\left(\frac{A+B+C+D}{4}\right)$,
(iii) $\sin A \sin B \sin C \leq \sin ^{3}\left(\frac{A+B+C}{3}\right)$,

Moreover, if $A, B, C$ are the internal angles of a triangle, then
(iv) $\sin A \sin B \sin C \leq \frac{3}{8} \sqrt{3}$,
(v) $\sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2} \leq \frac{1}{8}$,
(vi) $\sin A+\sin B+\sin C=4 \cos \frac{A}{2} \cos \frac{B}{2} \cos \frac{C}{2}$.

## Exercise 1.82. (Bernoulli's inequality)

(i) For any real number $x>-1$ and for every positive integer $n$, we have $(1+$ $x)^{n} \geq 1+n x$.
(ii) Use this inequality to provide another proof of the AM-GM inequality.

Exercise 1.83. (Schür's inequality) If $x, y, z$ are positive real numbers and $n$ is a positive integer, we have

$$
x^{n}(x-y)(x-z)+y^{n}(y-z)(y-x)+z^{n}(z-x)(z-y) \geq 0
$$

For the case $n=1$, the inequality can take one of the following forms:
(a) $x^{3}+y^{3}+z^{3}+3 x y z \geq x y(x+y)+y z(y+z)+z x(z+x)$.
(b) $x y z \geq(x+y-z)(y+z-x)(z+x-y)$.
(c) If $x+y+z=1,9 x y z+1 \geq 4(x y+y z+z x)$.

Exercise 1.84. (Canada, 1992) For any three non-negative real numbers $x, y$ and $z$ we have

$$
x(x-z)^{2}+y(y-z)^{2} \geq(x-z)(y-z)(x+y-z)
$$

Exercise 1.85. If $a, b, c$ are positive real numbers, prove that

$$
\frac{a}{(b+c)^{2}}+\frac{b}{(c+a)^{2}}+\frac{c}{(a+b)^{2}} \geq \frac{9}{4(a+b+c)}
$$

Exercise 1.86. Let $a, b$ and $c$ be positive real numbers, prove that

$$
1+\frac{3}{a b+b c+c a} \geq \frac{6}{a+b+c}
$$

Moreover, if $a b c=1$, prove that

$$
1+\frac{3}{a+b+c} \geq \frac{6}{a b+b c+c a}
$$

Exercise 1.87. (Power mean inequality) Let $x_{1}, x_{2}, \ldots, x_{n}$ be positive real numbers and let $t_{1}, t_{2}, \ldots, t_{n}$ be positive real numbers adding up to 1 . Let $r$ and $s$ be two nonzero real numbers such that $r>s$. Prove that

$$
\left(t_{1} x_{1}^{r}+\cdots+t_{n} x_{n}^{r}\right)^{\frac{1}{r}} \geq\left(t_{1} x_{1}^{s}+\cdots+t_{n} x_{n}^{s}\right)^{\frac{1}{s}}
$$

with equality if and only if $x_{1}=x_{2}=\cdots=x_{n}$.
Exercise 1.88. (Two extensions of Hölder's inequality) Let $x_{1}, x_{2}, \ldots, x_{n}, y_{1}, y_{2}$, $\ldots, y_{n}, z_{1}, z_{2}, \ldots, z_{n}$ be positive real numbers.
(i) If $a, b, c$ are positive real numbers such that $\frac{1}{a}+\frac{1}{b}=\frac{1}{c}$, then

$$
\left\{\sum_{i=1}^{n}\left(x_{i} y_{i}\right)^{c}\right\}^{\frac{1}{c}} \leq\left\{\sum_{i=1}^{n} x_{i}{ }^{a}\right\}^{\frac{1}{a}}\left\{\sum_{i=1}^{n} y_{i}{ }^{b}\right\}^{\frac{1}{b}}
$$

(ii) If $a, b, c$ are positive real numbers such that $\frac{1}{a}+\frac{1}{b}+\frac{1}{c}=1$, then

$$
\sum_{i=1}^{n} x_{i} y_{i} z_{i} \leq\left\{\sum_{i=1}^{n} x_{i}{ }^{a}\right\}^{\frac{1}{a}}\left\{\sum_{i=1}^{n} y_{i}{ }^{b}\right\}^{\frac{1}{b}}\left\{\sum_{i=1}^{n} z_{i}^{c}\right\}^{\frac{1}{c}}
$$

Exercise 1.89. (Popoviciu's inequality) If $I$ is an interval and $f: I \rightarrow \mathbb{R}$ is a convex function, then for $a, b, c \in I$ the following inequality holds:

$$
\begin{aligned}
& \frac{2}{3}\left[f\left(\frac{a+b}{2}\right)+f\left(\frac{b+c}{2}\right)+f\left(\frac{c+a}{2}\right)\right] \\
& \quad \leq \frac{f(a)+f(b)+f(c)}{3}+f\left(\frac{a+b+c}{3}\right) .
\end{aligned}
$$

Exercise 1.90. Let $a, b, c$ be non-negative real numbers. Prove that
(i) $a^{2}+b^{2}+c^{2}+3 \sqrt[3]{a^{2} b^{2} c^{2}} \geq 2(a b+b c+c a)$,
(ii) $a^{2}+b^{2}+c^{2}+2 a b c+1 \geq 2(a b+b c+c a)$.

Exercise 1.91. Let $a, b, c$ be positive real numbers. Prove that

$$
\left(\frac{b+c}{a}+\frac{c+a}{b}+\frac{a+b}{c}\right) \geq 4\left(\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b}\right) .
$$

### 1.6 A helpful inequality

First, let us study two very useful algebraic identities that are deduced by considering a special factor of $a^{3}+b^{3}+c^{3}-3 a b c$.

Let $P$ denote the cubic polynomial

$$
P(x)=x^{3}-(a+b+c) x^{2}+(a b+b c+c a) x-a b c,
$$

which has $a, b$ and $c$ as its roots. By substituting $a, b, c$ in the polynomial, we obtain

$$
\begin{aligned}
& a^{3}-(a+b+c) a^{2}+(a b+b c+c a) a-a b c=0, \\
& b^{3}-(a+b+c) b^{2}+(a b+b c+c a) b-a b c=0 \\
& c^{3}-(a+b+c) c^{2}+(a b+b c+c a) c-a b c=0
\end{aligned}
$$

Adding up these three equations yields

$$
\begin{equation*}
a^{3}+b^{3}+c^{3}-3 a b c=(a+b+c)\left(a^{2}+b^{2}+c^{2}-a b-b c-c a\right) . \tag{1.7}
\end{equation*}
$$

It immediately follows that if $a+b+c=0$, then $a^{3}+b^{3}+c^{3}=3 a b c$.
Note also that the expression

$$
a^{2}+b^{2}+c^{2}-a b-b c-c a
$$

can also be written as

$$
\begin{equation*}
a^{2}+b^{2}+c^{2}-a b-b c-c a=\frac{1}{2}\left[(a-b)^{2}+(b-c)^{2}+(c-a)^{2}\right] \tag{1.8}
\end{equation*}
$$

In this way, we obtain another version of identity (1.7),

$$
\begin{equation*}
a^{3}+b^{3}+c^{3}-3 a b c=\frac{1}{2}(a+b+c)\left[(a-b)^{2}+(b-c)^{2}+(c-a)^{2}\right] . \tag{1.9}
\end{equation*}
$$

This presentation of the identity leads to a short proof of the AM-GM inequality for three variables. From (1.9) it is clear that if $a, b, c$ are positive numbers, then $a^{3}+b^{3}+c^{3} \geq 3 a b c$. Now, if $x, y, z$ are positive numbers, taking $a=\sqrt[3]{x}, b=\sqrt[3]{y}$ and $c=\sqrt[3]{z}$ will lead us to

$$
\frac{x+y+z}{3} \geq \sqrt[3]{x y z}
$$

with equality if and only if $x=y=z$.
Note that identity (1.8) provides another proof of Exercise 1.27.
Exercise 1.92. For real numbers $x, y, z$, prove that

$$
x^{2}+y^{2}+z^{2} \geq|x y+y z+z x| .
$$

Exercise 1.93. For positive real numbers $a, b, c$, prove that

$$
\frac{a^{2}+b^{2}+c^{2}}{a b c} \geq \frac{1}{a}+\frac{1}{b}+\frac{1}{c}
$$

Exercise 1.94. If $x, y, z$ are real numbers such that $x<y<z$, prove that

$$
(x-y)^{3}+(y-z)^{3}+(z-x)^{3}>0
$$

Exercise 1.95. Let $a, b, c$ be the side lengths of a triangle. Prove that

$$
\sqrt[3]{\frac{a^{3}+b^{3}+c^{3}+3 a b c}{2}} \geq \max \{a, b, c\}
$$

Exercise 1.96. (Romania, 2007) For non-negative real numbers $x, y, z$, prove that

$$
\frac{x^{3}+y^{3}+z^{3}}{3} \geq x y z+\frac{3}{4}|(x-y)(y-z)(z-x)|
$$

Exercise 1.97. (UK, 2008) Find the minimum of $x^{2}+y^{2}+z^{2}$, where $x, y, z$ are real numbers such that $x^{3}+y^{3}+z^{3}-3 x y z=1$.

A very simple inequality which may be helpful for proving a large number of algebraic inequalities is the following.

Theorem 1.6.1 (A helpful inequality). If $a, b, x, y$ are real numbers and $x, y>0$, then the following inequality holds:

$$
\begin{equation*}
\frac{a^{2}}{x}+\frac{b^{2}}{y} \geq \frac{(a+b)^{2}}{x+y} \tag{1.10}
\end{equation*}
$$

Proof. The proof is quite simple. Clearing out denominators, we can express the inequality as

$$
a^{2} y(x+y)+b^{2} x(x+y) \geq(a+b)^{2} x y
$$

which simplifies to become the obvious $(a y-b x)^{2} \geq 0$. We see that the equality holds if and only if $a y=b x$, that is, if and only if $\frac{a}{x}=\frac{b}{y}$.

Another form to prove the inequality is using the Cauchy-Schwarz inequality in the following way:

$$
(a+b)^{2}=\left(\frac{a}{\sqrt{x}} \sqrt{x}+\frac{b}{\sqrt{y}} \sqrt{y}\right)^{2} \leq\left(\frac{a^{2}}{x}+\frac{b^{2}}{y}\right)(x+y)
$$

Using the above theorem twice, we can extend the inequality to three pairs of numbers

$$
\frac{a^{2}}{x}+\frac{b^{2}}{y}+\frac{c^{2}}{z} \geq \frac{(a+b)^{2}}{x+y}+\frac{c^{2}}{z} \geq \frac{(a+b+c)^{2}}{x+y+z}
$$

and a simple inductive argument shows that

$$
\begin{equation*}
\frac{a_{1}^{2}}{x_{1}}+\frac{a_{2}^{2}}{x_{2}}+\cdots+\frac{a_{n}^{2}}{x_{n}} \geq \frac{\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{2}}{x_{1}+x_{2}+\cdots+x_{n}} \tag{1.11}
\end{equation*}
$$

for all real numbers $a_{1}, a_{2}, \ldots, a_{n}$ and $x_{1}, x_{2}, \ldots, x_{n}>0$, with equality if and only if

$$
\frac{a_{1}}{x_{1}}=\frac{a_{2}}{x_{2}}=\cdots=\frac{a_{n}}{x_{n}} .
$$

Inequality (1.11) is also called the Cauchy-Schwarz inequality in Engel form or Arthur Engel's Minima Principle.

As a first application of this inequality, we will present another proof of the Cauchy-Schwarz inequality. Let us write

$$
a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}=\frac{a_{1}^{2} b_{1}^{2}}{b_{1}^{2}}+\frac{a_{2}^{2} b_{2}^{2}}{b_{2}^{2}}+\cdots+\frac{a_{n}^{2} b_{n}^{2}}{b_{n}^{2}}
$$

then

$$
\frac{a_{1}^{2} b_{1}^{2}}{b_{1}^{2}}+\frac{a_{2}^{2} b_{2}^{2}}{b_{2}^{2}}+\cdots+\frac{a_{n}^{2} b_{n}^{2}}{b_{n}^{2}} \geq \frac{\left(a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}\right)^{2}}{b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2}}
$$

Thus, we conclude that

$$
\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}\right)\left(b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2}\right) \geq\left(a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}\right)^{2}
$$

and the equality holds if and only if

$$
\frac{a_{1}}{b_{1}}=\frac{a_{2}}{b_{2}}=\cdots=\frac{a_{n}}{b_{n}} .
$$

It is worth to mention that there are other forms of the Cauchy-Schwarz inequality in Engel form.
Example 1.6.2. Let $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ be positive real numbers. Prove that
(i) $\frac{a_{1}}{b_{1}}+\cdots+\frac{a_{n}}{b_{n}} \geq \frac{\left(a_{1}+\cdots+a_{n}\right)^{2}}{a_{1} b_{1}+\cdots+a_{n} b_{n}}$,
(ii) $\frac{a_{1}}{b_{1}^{2}}+\cdots+\frac{a_{n}}{b_{n}^{2}} \geq \frac{1}{a_{1}+\cdots+a_{n}}\left(\frac{a_{1}}{b_{1}}+\cdots+\frac{a_{n}}{b_{n}}\right)^{2}$.

Both inequalities are direct consequence of inequality (1.11), as we can see as follows.
(i) $\frac{a_{1}}{b_{1}}+\cdots+\frac{a_{n}}{b_{n}}=\frac{a_{1}^{2}}{a_{1} b_{1}}+\cdots+\frac{a_{n}^{2}}{a_{n} b_{n}} \geq \frac{\left(a_{1}+\cdots+a_{n}\right)^{2}}{a_{1} b_{1}+\cdots+a_{n} b_{n}}$,
(ii) $\frac{a_{1}}{b_{1}^{2}}+\cdots+\frac{a_{n}}{b_{n}^{2}}=\frac{\frac{a_{1}^{2}}{b_{1}^{2}}}{a_{1}}+\cdots+\frac{\frac{a_{n}^{2}}{b_{n}^{2}}}{a_{n}} \geq \frac{1}{a_{1}+\cdots+a_{n}}\left(\frac{a_{1}}{b_{1}}+\cdots+\frac{a_{n}}{b_{n}}\right)^{2}$.

Example 1.6.3. (APMO, 1991) Let $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ be positive real numbers such that $a_{1}+a_{2}+\cdots+a_{n}=b_{1}+b_{2}+\cdots+b_{n}$. Prove that

$$
\frac{a_{1}^{2}}{a_{1}+b_{1}}+\cdots+\frac{a_{n}^{2}}{a_{n}+b_{n}} \geq \frac{1}{2}\left(a_{1}+\cdots+a_{n}\right)
$$

Observe that (1.11) implies that

$$
\begin{aligned}
\frac{a_{1}^{2}}{a_{1}+b_{1}}+\cdots+\frac{a_{n}^{2}}{a_{n}+b_{n}} & \geq \frac{\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{2}}{a_{1}+a_{2}+\cdots+a_{n}+b_{1}+b_{2}+\cdots+b_{n}} \\
& =\frac{\left(a_{1}+a_{2}+\cdots+a_{n}\right)^{2}}{2\left(a_{1}+a_{2}+\cdots+a_{n}\right)} \\
& =\frac{1}{2}\left(a_{1}+a_{2}+\cdots+a_{n}\right)
\end{aligned}
$$

The following example consists of a proof of the quadratic mean-arithmetic mean inequality.
Example 1.6.4 (Quadratic mean-arithmetic mean inequality). For positive real numbers $x_{1}, \ldots, x_{n}$, we have

$$
\sqrt{\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n}} \geq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

Observe that using (1.11) leads us to

$$
\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n} \geq \frac{\left(x_{1}+x_{2}+\cdots+x_{n}\right)^{2}}{n^{2}}
$$

which implies the above inequality.
In some cases the numerators are not squares, but a simple trick allows us to write them as squares, so that we can use the inequality. Our next application shows this trick and offers a shorter proof for Example 1.4.9.
Example 1.6.5. (IMO, 1995) Let $a, b, c$ be positive real numbers such that $a b c=1$. Prove that

$$
\frac{1}{a^{3}(b+c)}+\frac{1}{b^{3}(a+c)}+\frac{1}{c^{3}(a+b)} \geq \frac{3}{2}
$$

Observe that

$$
\begin{aligned}
\frac{1}{a^{3}(b+c)}+\frac{1}{b^{3}(c+a)}+\frac{1}{c^{3}(a+b)} & =\frac{\frac{1}{a^{2}}}{a(b+c)}+\frac{\frac{1}{b^{2}}}{b(c+a)}+\frac{\frac{1}{c^{2}}}{c(a+b)} \\
& \geq \frac{\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)^{2}}{2(a b+b c+c a)}=\frac{a b+b c+c a}{2(a b c)} \\
& \geq \frac{3 \sqrt[3]{(a b c)^{2}}}{2}=\frac{3}{2}
\end{aligned}
$$

where the first inequality follows from (1.11) and the second is a consequence of the $A M-G M$ inequality.

As a further example of the use of inequality (1.11), we provide a simple proof of Nesbitt's inequality.
Example 1.6.6 (Nesbitt's inequality). For $a, b, c \in \mathbb{R}^{+}$, we have

$$
\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{3}{2} .
$$

We multiply the three terms on the left-hand side of the inequality by $\frac{a}{a}, \frac{b}{b}$, $\frac{c}{c}$, respectively, and then we use inequality (1.11) to produce

$$
\frac{a^{2}}{a(b+c)}+\frac{b^{2}}{b(c+a)}+\frac{c^{2}}{c(a+b)} \geq \frac{(a+b+c)^{2}}{2(a b+b c+c a)}
$$

From Equation (1.8) we know that $a^{2}+b^{2}+c^{2}-a b-b c-c a \geq 0$, that is, $(a+b+c)^{2} \geq 3(a b+b c+c a)$. Therefore

$$
\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{(a+b+c)^{2}}{2(a b+b c+c a)} \geq \frac{3}{2}
$$

Example 1.6.7. (Czech and Slovak Republics, 1999) For $a, b$ and $c$ positive real numbers, prove the inequality

$$
\frac{a}{b+2 c}+\frac{b}{c+2 a}+\frac{c}{a+2 b} \geq 1
$$

Observe that

$$
\frac{a}{b+2 c}+\frac{b}{c+2 a}+\frac{c}{a+2 b}=\frac{a^{2}}{a b+2 c a}+\frac{b^{2}}{b c+2 a b}+\frac{c^{2}}{c a+2 b c} .
$$

Then using (1.11) yields

$$
\frac{a^{2}}{a b+2 c a}+\frac{b^{2}}{b c+2 a b}+\frac{c^{2}}{c a+2 b c} \geq \frac{(a+b+c)^{2}}{3(a b+b c+c a)} \geq 1
$$

where the last inequality follows in the same way as in the previous example.
Exercise 1.98. (South Africa, 1995) For $a, b, c, d$ positive real numbers, prove that

$$
\frac{1}{a}+\frac{1}{b}+\frac{4}{c}+\frac{16}{d} \geq \frac{64}{a+b+c+d}
$$

Exercise 1.99. Let $a$ and $b$ be positive real numbers. Prove that

$$
8\left(a^{4}+b^{4}\right) \geq(a+b)^{4}
$$

Exercise 1.100. Let $x, y, z$ be positive real numbers. Prove that

$$
\frac{2}{x+y}+\frac{2}{y+z}+\frac{2}{z+x} \geq \frac{9}{x+y+z}
$$

Exercise 1.101. Let $a, b, x, y, z$ be positive real numbers. Prove that

$$
\frac{x}{a y+b z}+\frac{y}{a z+b x}+\frac{z}{a x+b y} \geq \frac{3}{a+b} .
$$

Exercise 1.102. Let $a, b, c$ be positive real numbers. Prove that

$$
\frac{a^{2}+b^{2}}{a+b}+\frac{b^{2}+c^{2}}{b+c}+\frac{c^{2}+a^{2}}{c+a} \geq a+b+c
$$

Exercise 1.103. (i) Let $x, y, z$ be positive real numbers. Prove that

$$
\frac{x}{x+2 y+3 z}+\frac{y}{y+2 z+3 x}+\frac{z}{z+2 x+3 y} \geq \frac{1}{2} .
$$

(ii) (Moldova, 2007) Let $w, x, y, z$ be positive real numbers. Prove that

$$
\frac{w}{x+2 y+3 z}+\frac{x}{y+2 z+3 w}+\frac{y}{z+2 w+3 x}+\frac{z}{w+2 x+3 y} \geq \frac{2}{3} .
$$

Exercise 1.104. (Croatia, 2004) Let $x, y, z$ be positive real numbers. Prove that

$$
\frac{x^{2}}{(x+y)(x+z)}+\frac{y^{2}}{(y+z)(y+x)}+\frac{z^{2}}{(z+x)(z+y)} \geq \frac{3}{4} .
$$

Exercise 1.105. For $a, b, c, d$ positive real numbers, prove that

$$
\frac{a}{b+c}+\frac{b}{c+d}+\frac{c}{d+a}+\frac{d}{a+b} \geq 2
$$

Exercise 1.106. Let $a, b, c, d, e$ be positive real numbers. Prove that

$$
\frac{a}{b+c}+\frac{b}{c+d}+\frac{c}{d+e}+\frac{d}{e+a}+\frac{e}{a+b} \geq \frac{5}{2} .
$$

Exercise 1.107. (i) Prove that, for all positive real numbers $a, b, c, x, y, z$ with $a \geq b \geq c$ and $z \geq y \geq x$, the following inequality holds:

$$
\frac{a^{3}}{x}+\frac{b^{3}}{y}+\frac{c^{3}}{z} \geq \frac{(a+b+c)^{3}}{3(x+y+z)}
$$

(ii) (Belarus, 2000) Prove that, for all positive real numbers $a, b, c, x, y, z$, the following inequality holds:

$$
\frac{a^{3}}{x}+\frac{b^{3}}{y}+\frac{c^{3}}{z} \geq \frac{(a+b+c)^{3}}{3(x+y+z)}
$$

Exercise 1.108. (Greece, 2008) For $x_{1}, x_{2}, \ldots, x_{n}$ positive integers, prove that

$$
\left(\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{x_{1}+x_{2}+\cdots+x_{n}}\right)^{\frac{k n}{t}} \geq x_{1} \cdot x_{2} \cdots \cdot x_{n}
$$

where $k=\max \left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $t=\min \left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Under which condition the equality holds?

### 1.7 The substitution strategy

Substitution is a useful strategy to solve inequality problems. Making an adequate substitution we can, for instance, change the difficult terms of the inequality a little, we can simplify expressions or we can reduce terms. In this section we give some ideas of what can be done with this strategy. As always, the best way to do that is through some examples.

One useful suggestion for problems that contain in the hypothesis an extra condition, is to use that condition to simplify the problem. In the next example we apply this technique to eliminate the denominators in order to make the problem easier to solve.

Example 1.7.1. If $a, b, c$ are positive real numbers less than 1 , with $a+b+c=2$, then

$$
\left(\frac{a}{1-a}\right)\left(\frac{b}{1-b}\right)\left(\frac{c}{1-c}\right) \geq 8
$$

After performing the substitution $x=1-a, y=1-b, z=1-c$, we obtain that $x+y+z=3-(a+b+c)=1, a=1-x=y+z, b=z+x, c=x+y$. Hence the inequality is equivalent to

$$
\left(\frac{y+z}{x}\right)\left(\frac{z+x}{y}\right)\left(\frac{x+y}{z}\right) \geq 8
$$

and in turn, this is equivalent to

$$
(x+y)(y+z)(z+x) \geq 8 x y z
$$

This last inequality is quite easy to prove. It is enough to apply three times the AM-GM inequality under the form $(x+y) \geq 2 \sqrt{x y}$ (see Exercise 1.26).

It may be possible that the extra condition is used only as part of the solution, as in the following two examples.

Example 1.7.2. (Mexico, 2007) If $a, b, c$ are positive real numbers that satisfy $a+b+c=1$, prove that

$$
\sqrt{a+b c}+\sqrt{b+c a}+\sqrt{c+a b} \leq 2
$$

Using the condition $a+b+c=1$, we have that

$$
a+b c=a(a+b+c)+b c=(a+b)(a+c)
$$

then, by the AM-GM inequality it follows that

$$
\sqrt{a+b c}=\sqrt{(a+b)(a+c)} \leq \frac{2 a+b+c}{2} .
$$

Similarly,

$$
\sqrt{b+c a} \leq \frac{2 b+c+a}{2} \quad \text { and } \quad \sqrt{c+a b} \leq \frac{2 c+a+b}{2}
$$

Thus, after adding the three inequalities we obtain

$$
\begin{aligned}
& \sqrt{a+b c}+\sqrt{b+c a}+\sqrt{c+a b} \\
& \leq \frac{2 a+b+c}{2}+\frac{2 b+c+a}{2}+\frac{2 c+a+b}{2}=\frac{4 a+4 b+4 c}{2}=2
\end{aligned}
$$

The equality holds when $a+b=a+c, b+c=b+a$ and $c+a=c+b$, that is, when $a=b=c=\frac{1}{3}$.
Example 1.7.3. If $a, b, c$ are positive real numbers with $a b+b c+c a=1$, prove that

$$
\frac{a}{\sqrt{a^{2}+1}}+\frac{b}{\sqrt{b^{2}+1}}+\frac{c}{\sqrt{c^{2}+1}} \leq \frac{3}{2} .
$$

Note that $\left(a^{2}+1\right)=a^{2}+a b+b c+c a=(a+b)(a+c)$. Similarly, $b^{2}+1=$ $(b+c)(b+a)$ and $c^{2}+1=(c+a)(c+b)$. Now, the inequality under consideration is equivalent to

$$
\frac{a}{\sqrt{(a+b)(a+c)}}+\frac{b}{\sqrt{(b+c)(b+a)}}+\frac{c}{\sqrt{(c+a)(c+b)}} \leq \frac{3}{2} .
$$

Using the AM-GM inequality, applied to every element of the sum on the left-hand side, we obtain

$$
\begin{aligned}
& \frac{a}{\sqrt{(a+b)(a+c)}}+\frac{b}{\sqrt{(b+c)(b+a)}}+\frac{c}{\sqrt{(c+a)(c+b)}} \\
& \leq \frac{1}{2}\left(\frac{a}{a+b}+\frac{a}{a+c}\right)+\frac{1}{2}\left(\frac{b}{b+c}+\frac{b}{b+a}\right)+\frac{1}{2}\left(\frac{c}{c+a}+\frac{c}{c+b}\right)=\frac{3}{2}
\end{aligned}
$$

Many inequality problems suggest which substitution should be made. In the following example the substitution allows us to make at least one of the terms in the inequality look simpler.
Example 1.7.4. (India, 2002) If $a, b, c$ are positive real numbers, prove that

$$
\frac{a}{b}+\frac{b}{c}+\frac{c}{a} \geq \frac{c+a}{c+b}+\frac{a+b}{a+c}+\frac{b+c}{b+a}
$$

Making the substitution $x=\frac{a}{b}, y=\frac{b}{c}, z=\frac{c}{a}$ the left-hand side of the inequality is now more simple, $x+y+z$. Let us see how the right-hand side changes. The first element of the sum is modified as follows:

$$
\frac{c+a}{c+b}=\frac{1+\frac{a}{c}}{1+\frac{b}{c}}=\frac{1+\frac{a}{b} \frac{b}{c}}{1+\frac{b}{c}}=\frac{1+x y}{1+y}=x+\frac{1-x}{1+y}
$$

Similarly,

$$
\frac{a+b}{a+c}=y+\frac{1-y}{1+z} \quad \text { and } \quad \frac{b+c}{b+a}=z+\frac{1-z}{1+x}
$$

Now, the inequality is equivalent to

$$
\frac{x-1}{1+y}+\frac{y-1}{1+z}+\frac{z-1}{1+x} \geq 0
$$

with the extra condition $x y z=1$.
The last inequality can be rewritten as

$$
\left(x^{2}-1\right)(z+1)+\left(y^{2}-1\right)(x+1)+\left(z^{2}-1\right)(y+1) \geq 0
$$

which in turn is equivalent to

$$
x^{2} z+y^{2} x+z^{2} y+x^{2}+y^{2}+z^{2} \geq x+y+z+3
$$

But, from the AM-GM inequality, we have $x^{2} z+y^{2} x+z^{2} y \geq 3 \sqrt[3]{x^{3} y^{3} z^{3}}=3$. Also, $x^{2}+y^{2}+z^{2} \geq \frac{1}{3}(x+y+z)^{2}=\frac{x+y+z}{3}(x+y+z) \geq \sqrt[3]{x y z}(x+y+z)=x+y+z$, where the first inequality follows from inequality (1.11).

In order to make a substitution, sometimes it is necessary to work a little bit beforehand, as we can see in the following example. This example also helps us to point out that we may need to make more than one substitution in the same problem.
Example 1.7.5. Let $a, b, c$ be positive real numbers, prove that

$$
(a+b)(a+c) \geq 2 \sqrt{a b c(a+b+c)}
$$

Dividing both sides of the given inequality by $a^{2}$ and setting $x=\frac{b}{a}, y=\frac{c}{a}$, the inequality becomes

$$
(1+x)(1+y) \geq 2 \sqrt{x y(1+x+y)}
$$

Now, dividing both sides by $x y$ and making the substitution $r=1+\frac{1}{x}, s=1+\frac{1}{y}$, the inequality we need to prove becomes

$$
r s \geq 2 \sqrt{r s-1}
$$

This last inequality is equivalent to $(r s-2)^{2} \geq 0$, which become evident after squaring both sides and doing some algebra.

It is a common situation for inequality problems to have several solutions and also to accept several substitutions that help to solve the problem. We will see an instance of this in the next example.

Example 1.7.6. (Korea, 1998) If $a, b, c$ are positive real numbers such that $a+b+$ $c=a b c$, prove that

$$
\frac{1}{\sqrt{1+a^{2}}}+\frac{1}{\sqrt{1+b^{2}}}+\frac{1}{\sqrt{1+c^{2}}} \leq \frac{3}{2}
$$

Under the substitution $x=\frac{1}{a}, y=\frac{1}{b}, z=\frac{1}{c}$, condition $a+b+c=a b c$ becomes $x y+y z+z x=1$ and the inequality becomes equivalent to

$$
\frac{x}{\sqrt{x^{2}+1}}+\frac{y}{\sqrt{y^{2}+1}}+\frac{z}{\sqrt{z^{2}+1}} \leq \frac{3}{2}
$$

This is the third example in this section.
Another solution is to make the substitution $a=\tan A, b=\tan B, c=\tan C$. Since $\tan A+\tan B+\tan C=\tan A \tan B \tan C$, then $A+B+C=\pi$ (or a multiple of $\pi$ ). Now, since $1+\tan ^{2} A=(\cos A)^{-2}$, the inequality is equivalent to $\cos A+\cos B+\cos C \leq \frac{3}{2}$, which is a valid result as will be shown in Example 2.5.2. Note that the Jensen inequality cannot be applied in this case because the function $f(x)=\frac{1}{\sqrt{1+x^{2}}}$ is not concave in $\mathbb{R}^{+}$.

We note that not all substitutions are algebraic, since there are trigonometric substitutions that can be useful, as is shown in the last example and as we will see next. Also, as will be shown in Sections 2.2 and 2.5 of the next chapter, there are some geometric substitutions that can be used for the same purposes.
Example 1.7.7. (Romania, 2002) If $a, b, c$ are real numbers in the interval $(0,1)$, prove that

$$
\sqrt{a b c}+\sqrt{(1-a)(1-b)(1-c)}<1 .
$$

Making the substitution $a=\cos ^{2} A, b=\cos ^{2} B, c=\cos ^{2} C$, with $A, B, C$ in the interval $\left(0, \frac{\pi}{2}\right)$, we obtain that $\sqrt{1-a}=\sqrt{1-\cos ^{2} A}=\sin A, \sqrt{1-b}=\sin B$ and $\sqrt{1-c}=\sin C$. Therefore the inequality is equivalent to

$$
\cos A \cos B \cos C+\sin A \sin B \sin C<1
$$

But observe that

$$
\begin{aligned}
\cos A \cos B \cos C+\sin A \sin B \sin C & <\cos A \cos B+\sin A \sin B \\
& =\cos (A-B) \leq 1
\end{aligned}
$$

Exercise 1.109. Let $x, y, z$ be positive real numbers. Prove that

$$
\frac{x^{3}}{x^{3}+2 y^{3}}+\frac{y^{3}}{y^{3}+2 z^{3}}+\frac{z^{3}}{z^{3}+2 x^{3}} \geq 1
$$

Exercise 1.110. (Kazakhstan, 2008) Let $x, y, z$ be positive real numbers such that $x y z=1$. Prove that

$$
\frac{1}{y z+z}+\frac{1}{z x+x}+\frac{1}{x y+y} \geq \frac{3}{2} .
$$

Exercise 1.111. (Russia, 2004) If $n>3$ and $x_{1}, x_{2}, \ldots, x_{n}$ are positive real numbers with $x_{1} x_{2} \cdots x_{n}=1$, prove that

$$
\frac{1}{1+x_{1}+x_{1} x_{2}}+\frac{1}{1+x_{2}+x_{2} x_{3}}+\cdots+\frac{1}{1+x_{n}+x_{n} x_{1}}>1
$$

Exercise 1.112. (Poland, 2006) Let $a, b, c$ be positive real numbers such that $a b+b c+c a=a b c$. Prove that

$$
\frac{a^{4}+b^{4}}{a b\left(a^{3}+b^{3}\right)}+\frac{b^{4}+c^{4}}{b c\left(b^{3}+c^{3}\right)}+\frac{c^{4}+a^{4}}{c a\left(c^{3}+a^{3}\right)} \geq 1
$$

Exercise 1.113. (Ireland, 2007) Let $a, b, c$ be positive real numbers, prove that

$$
\frac{1}{3}\left(\frac{b c}{a}+\frac{c a}{b}+\frac{c a}{b}\right) \geq \sqrt{\frac{a^{2}+b^{2}+c^{2}}{3}} \geq \frac{a+b+c}{3}
$$

Exercise 1.114. (Romania, 2008) Let $a, b, c$ be positive real numbers with $a b c=8$. Prove that

$$
\frac{a-2}{a+1}+\frac{b-2}{b+1}+\frac{c-2}{c+1} \leq 0
$$

### 1.8 Muirhead's theorem

In 1903, R.F. Muirhead published a paper containing the study of some algebraic methods applicable to identities and inequalities of symmetric algebraic functions of $n$ variables.

While considering algebraic expressions of the form $x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}}$, he analyzed symmetric polynomials containing these expressions in order to create a "certain order" in the space of $n$-tuples $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ satisfying the condition $a_{1} \geq a_{2} \geq \cdots \geq a_{n}$.

We will assume that $x_{i}>0$ for all $1 \leq i \leq n$. We will denote by

$$
\sum_{!} F\left(x_{1}, \ldots, x_{n}\right)
$$

the sum of the $n$ ! terms obtained from evaluating $F$ in all possible permutations of $\left(x_{1}, \ldots, x_{n}\right)$. We will consider only the particular case

$$
F\left(x_{1}, \ldots, x_{n}\right)=x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}} \quad \text { with } x_{i}>0, a_{i} \geq 0
$$

We write $[a]=\left[a_{1}, a_{2}, \ldots, a_{n}\right]=\frac{1}{n!} \sum_{!} x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}}$. For instance, for the variables $x, y, z>0$ we have that

$$
[1,1]=x y, \quad[1,1,1]=x y z, \quad[2,1,0]=\frac{1}{3!}\left[x^{2}(y+z)+y^{2}(x+z)+z^{2}(x+y)\right]
$$

It is clear that $[a]$ is invariant under any permutation of the $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and therefore two sets of $a$ are the same if they only differ in arrangement. We will say that a mean value of the type $[a]$ is a symmetrical mean. In particular, $[1,0, \ldots, 0]=\frac{(n-1)!}{n!}\left(x_{1}+x_{2}+\cdots+x_{n}\right)=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ is the arithmetic mean and $\left[\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right]=\frac{n!}{n!}\left(x_{1}^{\frac{1}{n}} \cdot x_{2}^{\frac{1}{n}} \cdots x_{n}^{\frac{1}{n}}\right)=\sqrt[n]{x_{1} x_{2} \cdots x_{n}}$ is the geometric mean. When $a_{1}+a_{2}+\cdots+a_{n}=1,[a]$ is a common generalization of both the arithmetic mean and the geometric mean.

If $a_{1} \geq a_{2} \geq \cdots \geq a_{n}$ and $b_{1} \geq b_{2} \geq \cdots \geq b_{n}$, usually [ $b$ ] is not comparable to [a], in the sense that there is an inequality between their associated expressions valid for all $n$-tuples of non-negative real numbers $x_{1}, x_{2}, \ldots, x_{n}$.

Muirhead wanted to compare the values of the symmetric polynomials [a] and [b] for any set of non-negative values of the variables occurring in both polynomials.

From now on we denote $(a)=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$.
Definition 1.8.1. We will say that $(b) \prec(a)((b)$ is majorized by $(a))$ when $(a)$ and (b) can be rearranged to satisfy the following two conditions:
(1) $\sum_{i=1}^{n} b_{i}=\sum_{i=1}^{n} a_{i}$;
(2) $\sum_{i=1}^{\nu} b_{i} \leq \sum_{i=1}^{\nu} a_{i}$ for all $1 \leq \nu<n$.

It is clear that $(a) \prec(a)$ and that $(b) \prec(a)$ and $(c) \prec(b)$ implies $(c) \prec(a)$.
Theorem 1.8.2 (Muirhead's theorem). $[b] \leq[a]$ for any n-tuple of non-negative numbers $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ if and only if $(b) \prec(a)$. Equality takes place only when (b) and (a) are identical or when all the $x_{i} s$ are equal.

Before going through the proof, which is quite difficult, let us look at some examples. First, it is clear that $[2,0,0]$ cannot be compared with $[1,1,1]$ because the first condition in Definition 1.8.1 is not satisfied, but we can see that $[2,0,0] \geq$ [ $1,1,0$ ], which is equivalent to

$$
x^{2}+y^{2}+z^{2} \geq x y+y z+z x
$$

In the same way, we can see that

1. $x^{2}+y^{2} \geq 2 x y \Leftrightarrow[2,0] \geq[1,1]$,
2. $x^{3}+y^{3}+z^{3} \geq 3 x y z \Leftrightarrow[3,0,0] \geq[1,1,1]$,
3. $x^{5}+y^{5} \geq x^{3} y^{2}+x^{2} y^{3} \Leftrightarrow[5,0] \geq[3,2]$,
4. $x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2} \geq x^{2} y z+y^{2} x z+z^{2} x y \Leftrightarrow[2,2,0] \geq[2,1,1]$,
and all these inequalities are satisfied if we take for granted Muirhead's theorem.
Proof of Muirhead's theorem. Suppose that $[b] \leq[a]$ for any $n$ positive numbers $x_{1}, x_{2}, \ldots, x_{n}$. Taking $x_{i}=x$, for all $i$, we obtain

$$
x^{\sum b_{i}}=[b] \leq[a]=x^{\sum a_{i}} .
$$

This can only be true for all $x$ if $\sum b_{i}=\sum a_{i}$.
Next, take $x_{1}=x_{2}=\cdots=x_{\nu}=x, x_{\nu+1}=\cdots=x_{n}=1$ and $x$ very large. Since (b) and (a) are in decreasing order, the index of the highest powers of $x$ in $[b]$ and [a] are

$$
b_{1}+b_{2}+\cdots+b_{\nu}, \quad a_{1}+a_{2}+\cdots+a_{\nu}
$$

respectively. Thus, it is clear that the first sum can not be greater than the second and this proves (2) in Definition 1.8.1.

The proof in the other direction is more difficult to establish, and we will need a new definition and two more lemmas.

We define a special type of linear transformation $T$ of the $a$ 's, as follows. Suppose that $a_{k}>a_{l}$, then let us write

$$
a_{k}=\rho+\tau, \quad a_{l}=\rho-\tau \quad(0<\tau \leq \rho)
$$

If now $0 \leq \sigma<\tau \leq \rho$, then a $T$-transformation is defined by

$$
\begin{gathered}
T\left(a_{k}\right)=b_{k}=\rho+\sigma=\frac{\tau+\sigma}{2 \tau} a_{k}+\frac{\tau-\sigma}{2 \tau} a_{l} \\
T\left(a_{l}\right)=b_{l}=\rho-\sigma=\frac{\tau-\sigma}{2 \tau} a_{k}+\frac{\tau+\sigma}{2 \tau} a_{l} \\
T\left(a_{\nu}\right)=a_{\nu} \quad(\nu \neq k, \nu \neq l)
\end{gathered}
$$

If $(b)$ arises from (a) by a $T$-transformation, we write $b=T a$. The definition does not necessarily imply that either the $(a)$ or the (b) are in decreasing order.
The sufficiency of our comparability condition will be established if we can prove the following two lemmas.
Lemma 1.8.3. If $b=T a$, then $[b] \leq[a]$ with equality taking place only when all the $x_{i}$ 's are equal.
Proof. We may rearrange (a) and (b) so that $k=1, l=2$. Thus

$$
\begin{aligned}
{[a]-[b]=} & {\left[\rho+\tau, \rho-\tau, a_{3}, \ldots\right]-\left[\rho+\sigma, \rho-\sigma, a_{3}, \ldots\right] } \\
= & \frac{1}{2 n!} \sum_{!} x_{3}^{a_{3}} \cdots x_{n}^{a_{n}}\left(x_{1}^{\rho+\tau} x_{2}^{\rho-\tau}+x_{1}^{\rho-\tau} x_{2}^{\rho+\tau}\right) \\
& -\frac{1}{2 n!} \sum_{!} x_{3}^{a_{3}} \cdots x_{n}^{a_{n}}\left(x_{1}^{\rho+\sigma} x_{2}^{\rho-\sigma}+x_{1}^{\rho-\sigma} x_{2}^{\rho+\sigma}\right) \\
= & \frac{1}{2 n!} \sum_{!}\left(x_{1} x_{2}\right)^{\rho-\tau} x_{3}^{a_{3}} \cdots x_{n}^{a_{n}}\left(x_{1}^{\tau+\sigma}-x_{2}^{\tau+\sigma}\right)\left(x_{1}^{\tau-\sigma}-x_{2}^{\tau-\sigma}\right) \geq 0
\end{aligned}
$$

with equality being the case only when all the $x_{i}$ 's are equal.

Lemma 1.8.4. If $(b) \prec(a)$, but $(b)$ is not identical to $(a)$, then $(b)$ can be derived from (a) using the successive application of a finite number of $T$-transformations.
Proof. We call the number of differences $a_{\nu}-b_{\nu}$ which are not zero, the discrepancy between $(a)$ and (b). If the discrepancy is zero, the sets are identical. We will prove the lemma by induction, assuming it to be true when the discrepancy is less than $r$ and proving that it is also true when the discrepancy is $r$.

Suppose then that $(b) \prec(a)$ and that the discrepancy is $r>0$. Since $\sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} b_{i}$, and $\sum\left(a_{\nu}-b_{\nu}\right)=0$, and not all of these differences are zero, there must be positive and negative differences, and the first which is not zero must be positive because of the second condition of $(b) \prec(a)$. We can therefore find $k$ and $l$ such that

$$
\begin{equation*}
b_{k}<a_{k}, \quad b_{k+1}=a_{k+1}, \ldots, b_{l-1}=a_{l-1}, \quad b_{l}>a_{l} \tag{1.12}
\end{equation*}
$$

that is, $a_{l}-b_{l}$ is the first negative difference and $a_{k}-b_{k}$ is the last positive difference which precedes it.

We take $a_{k}=\rho+\tau, a_{l}=\rho-\tau$, and define $\sigma$ by

$$
\sigma=\max \left(\left|b_{k}-\rho\right|,\left|b_{l}-\rho\right|\right)
$$

Then $0<\tau \leq \rho$, since $a_{k}>a_{l}$. Also, one (possible both) of $b_{l}-\rho=-\sigma$ or $b_{k}-\rho=\sigma$ is true, since $b_{k} \geq b_{l}$, and $\sigma<\tau$, since $b_{k}<a_{k}$ and $b_{l}>a_{l}$. Hence $0 \leq \sigma<\tau \leq \rho$.

We now write $a_{k}^{\prime}=\rho+\sigma, a_{l}^{\prime}=\rho-\sigma, a_{\nu}^{\prime}=a_{\nu}(\nu \neq k, \nu \neq l)$. If $b_{k}-\rho=\sigma$, $a_{k}^{\prime}=b_{k}$, and if $b_{l}-\rho=-\sigma$, then $a_{l}^{\prime}=b_{l}$. Since the pairs $a_{k}, b_{k}$ and $a_{l}, b_{l}$ each contributes one unit to the discrepancy $r$ between $(b)$ and $(a)$, the discrepancy between $(b)$ and $\left(a^{\prime}\right)$ is smaller, being equal to $r-1$ or $r-2$.

Next, comparing the definition of ( $a^{\prime}$ ) with the definition of the $T$-transformation, and observing that $0 \leq \sigma<\tau \leq \rho$, we can infer that ( $a^{\prime}$ ) arises from (a) by a $T$-transformation.

Finally, let us prove that $(b) \prec\left(a^{\prime}\right)$. In order to do that, we must verify that the two conditions of $\prec$ are satisfied and that the order of $\left(a^{\prime}\right)$ is non-increasing. For the first one, we have

$$
a_{k}^{\prime}+a_{l}^{\prime}=2 \rho=a_{k}+a_{l}, \quad \sum_{i=1}^{n} b_{i}=\sum_{i=1}^{n} a_{i}=\sum_{i=1}^{n} a_{i}^{\prime} .
$$

For the second one, we must prove that

$$
b_{1}+b_{2}+\cdots+b_{\nu} \leq \alpha_{1}^{\prime}+\alpha_{2}^{\prime}+\cdots+\alpha_{\nu}^{\prime}
$$

Now, this is true if $\nu<k$ or $\nu \geq l$, as can be established by using the definition of $\left(a^{\prime}\right)$ and also the second condition of $(b) \prec(a)$. It is true for $\nu=k$, because it is true for $\nu=k-1$ and $b_{k} \leq a_{k}^{\prime}$, and it is true for $k<\nu<l$ because it is valid for $\nu=k$ and the intervening $b$ and $a^{\prime}$ are identical.

Finally, we observe that

$$
\begin{gathered}
b_{k} \leq \rho+\left|b_{k}-\rho\right| \leq \rho+\sigma=a_{k}^{\prime} \\
b_{l} \geq \rho-\left|b_{l}-\rho\right| \geq \rho-\sigma=a_{l}^{\prime}
\end{gathered}
$$

and then, using (1.12),

$$
\begin{gathered}
a_{k-1}^{\prime}=a_{k-1} \geq a_{k}=\rho+\tau>\rho+\sigma=a_{k}^{\prime} \geq b_{k} \geq b_{k+1}=a_{k+1}=a_{k+1}^{\prime} \\
a_{l-1}^{\prime}=a_{l-1}=b_{l-1} \geq b_{l} \geq a_{l}^{\prime}=\rho-\sigma>\rho-\tau=a_{l} \geq a_{l+1}=a_{l+1}^{\prime}
\end{gathered}
$$

The inequalities involving $a^{\prime}$ are as required.
We have thus proved that $(b) \prec\left(a^{\prime}\right)$, a set arising from $(a)$ using a transformation $T$ and having a discrepancy from $(b)$ of less than $r$. This proves the lemma and completes the proof of Muirhead's theorem.

The proof of Muirhead's theorem demonstrates to us how the difference between two comparable means can be decomposed as a sum of obviously positive terms by repeated application of the $T$-transformation. We can produce from this result a new proof for the AM-GM inequality.

Example 1.8.5 (The AM-GM inequality). For real positive numbers $y_{1}, y_{2}, \ldots$, $y_{n}$,

$$
\frac{y_{1}+y_{2}+\cdots+y_{n}}{n} \geq \sqrt[n]{y_{1} y_{2} \cdots y_{n}}
$$

Note that the AM-GM inequality is equivalent to

$$
\frac{1}{n} \sum_{i=1}^{n} x_{i}^{n} \geq x_{1} x_{2} \cdots x_{n}
$$

where $x_{i}=\sqrt[n]{y_{i}}$.
Now, we observe that

$$
\frac{1}{n} \sum_{i=1}^{n} x_{i}^{n}=[n, 0,0, \ldots, 0] \text { and } x_{1} x_{2} \cdots x_{n}=[1,1, \ldots, 1] .
$$

By Muirhead's theorem we can show that

$$
[n, 0,0, \ldots, 0] \geq[1,1, \ldots, 1]
$$

Next, we provide another proof for the AM-GM inequality, something we shall do by following the ideas inherent in the proof of Muirhead's theorem in
order to illustrate how it works.

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} x_{i}^{n}-\left(x_{1} x_{2} \cdots x_{n}\right)= & {[n, 0,0, \ldots, 0]-[1,1, \ldots, 1] } \\
= & ([n, 0,0, \ldots, 0]-[n-1,1,0, \ldots, 0]) \\
& +([n-1,1,0, \ldots, 0]-[n-2,1,1,0, \ldots, 0]) \\
& +([n-2,1,1,0, \ldots, 0]-[n-3,1,1,1,0, \ldots, 0]) \\
& +\cdots+([2,1,1, \ldots, 1]-[1,1, \ldots 1]) \\
= & \frac{1}{2 n!}\left(\sum_{!}\left(x_{1}^{n-1}-x_{2}^{n-1}\right)\left(x_{1}-x_{2}\right)\right. \\
& +\sum_{!}\left(x_{1}^{n-2}-x_{2}^{n-2}\right)\left(x_{1}-x_{2}\right) x_{3} \\
& \left.+\sum_{!}\left(x_{1}^{n-3}-x_{2}^{n-3}\right)\left(x_{1}-x_{2}\right) x_{3} x_{4}+\cdots\right)
\end{aligned}
$$

Since $\left(x_{r}^{\nu}-x_{s}^{\nu}\right)\left(x_{r}-x_{s}\right)>0$, unless $x_{r}=x_{s}$, the inequality follows.
Example 1.8.6. If $a, b$ are positive real numbers, then

$$
\sqrt{\frac{a^{2}}{b}}+\sqrt{\frac{b^{2}}{a}} \geq \sqrt{a}+\sqrt{b}
$$

Setting $x=\sqrt{a}, y=\sqrt{b}$ and simplifying, we have to prove

$$
x^{3}+y^{3} \geq x y(x+y)
$$

Using Muirhead's theorem, we get

$$
[3,0]=\frac{1}{2}\left(x^{3}+y^{3}\right) \geq \frac{1}{2} x y(x+y)=[2,1]
$$

and thus the result follows.
Example 1.8.7. If $a, b, c$ are non-negative real numbers, prove that

$$
a^{3}+b^{3}+c^{3}+a b c \geq \frac{1}{7}(a+b+c)^{3}
$$

It is not difficult to see that

$$
(a+b+c)^{3}=3[3,0,0]+18[2,1,0]+36[1,1,1]
$$

Then we need to prove that

$$
3[3,0,0]+6[1,1,1] \geq \frac{1}{7}(3[3,0,0]+18[2,1,0]+36[1,1,1])
$$

that is,

$$
\frac{18}{7}[3,0,0]+\left(6-\frac{36}{7}\right)[1,1,1] \geq \frac{18}{7}[2,1,0]
$$

or

$$
\frac{18}{7}([3,0,0]-[2,1,0])+\left(6-\frac{36}{7}\right)[1,1,1] \geq 0
$$

This follows using the inequalities $[3,0,0] \geq[2,1,0]$ and $[1,1,1] \geq 0$.
Example 1.8.8. If $a, b, c$ are non-negative real numbers, prove that

$$
a+b+c \leq \frac{a^{2}+b^{2}}{2 c}+\frac{b^{2}+c^{2}}{2 a}+\frac{c^{2}+a^{2}}{2 b} \leq \frac{a^{3}}{b c}+\frac{b^{3}}{c a}+\frac{c^{3}}{a b} .
$$

The inequalities are equivalent to the following:

$$
2\left(a^{2} b c+a b^{2} c+a b c^{2}\right) \leq a b\left(a^{2}+b^{2}\right)+b c\left(b^{2}+c^{2}\right)+c a\left(c^{2}+a^{2}\right) \leq 2\left(a^{4}+b^{4}+c^{4}\right)
$$

which is in turn equivalent to $[2,1,1] \leq[3,1,0] \leq[4,0,0]$. Using Muirhead's theorem we arrive at the result.

Exercise 1.115. Prove that any three positive real numbers $a, b$ and $c$ satisfy

$$
a^{5}+b^{5}+c^{5} \geq a^{3} b c+b^{3} c a+c^{3} a b
$$

Exercise 1.116. (IMO, 1961) Let $a, b, c$ be the lengths of the sides of a triangle, and let $(A B C)$ denote its area. Prove that

$$
4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}
$$

Exercise 1.117. Let $a, b, c$ be positive real numbers. Prove that

$$
\frac{a}{(a+b)(a+c)}+\frac{b}{(b+c)(b+a)}+\frac{c}{(c+a)(c+b)} \leq \frac{9}{4(a+b+c)}
$$

Exercise 1.118. (IMO, 1964) Let $a, b, c$ be positive real numbers. Prove that

$$
a^{3}+b^{3}+c^{3}+3 a b c \geq a b(a+b)+b c(b+c)+c a(c+a)
$$

Exercise 1.119. (Short list Iberoamerican, 2003) Let $a, b, c$ be positive real numbers. Prove that

$$
\frac{a^{3}}{b^{2}-b c+c^{2}}+\frac{b^{3}}{c^{2}-c a+a^{2}}+\frac{c^{3}}{a^{2}-a b+b^{2}} \geq a+b+c .
$$

Exercise 1.120. (Short list IMO, 1998) Let $a, b, c$ be positive real numbers such that $a b c=1$. Prove that

$$
\frac{a^{3}}{(1+b)(1+c)}+\frac{b^{3}}{(1+c)(1+a)}+\frac{c^{3}}{(1+a)(1+b)} \geq \frac{3}{4} .
$$

## Chapter 2

## Geometric Inequalities

### 2.1 Two basic inequalities

The two basic geometric inequalities we will be refering to in this section involve triangles. One of them is the triangle inequality and we will refer to it as D1; the second one is not really an inequality, but it represents an important observation concerning the geometry of triangles which points out that if we know the greatest angle of a triangle, then we know which is the longest side of the triangle; this observation will be denoted as D2.

D1. If $A, B$ and $C$ are points on the plane, then

$$
A B+B C \geq A C
$$

Moreover, the equality holds if and only if $B$ lies on the line segment $A C$.
D2. In a triangle, the longest side is opposite to the greatest angle and vice versa.
Hence, if in the triangle $A B C$ we have $\angle A>\angle B$, then $B C>C A$.
Exercise 2.1. (i) If $a, b, c$ are positive numbers with $a<b+c, b<c+a$ and $c<a+b$, then a triangle exists with side lengths $a, b$ and $c$.
(ii) To be able to construct a triangle with side lengths $a \leq b \leq c$, it is sufficient that $c<a+b$.
(iii) It is possible to construct a triangle with sides of length $a, b$ and $c$ if and only if there are positive numbers $x, y, z$ such that $a=x+y, b=y+z$ and $c=z+x$.
Exercise 2.2. (i) If it is possible to construct a triangle with side-lengths $a<b<$ $c$, then it is possible to construct a triangle with side-lengths $\sqrt{a}<\sqrt{b}<\sqrt{c}$.
(ii) The converse of (i) is false.
(iii) If it is possible to construct a triangle with side-lengths $a<b<c$, then it is possible to construct a triangle with side-lengths $\frac{1}{a+b}, \frac{1}{b+c}$ and $\frac{1}{c+a}$.
Exercise 2.3. Let $a, b, c, d$ and $e$ be the lengths of five segments such that it is possible to construct a triangle using any three of them. Prove that there are three of them that form an acute triangle.

Sometimes the key to solve a problem lies in the ability to identify certain quantities that can be related to geometric measurements, as in the following example.
Example 2.1.1. If $a, b, c$ are positive numbers with $a^{2}+b^{2}-a b=c^{2}$, prove that $(a-b)(b-c) \leq 0$.

Since $c^{2}=a^{2}+b^{2}-a b=a^{2}+b^{2}-2 a b \cos 60^{\circ}$, we can think that $a, b, c$ are the lengths of the sides of a triangle such that the measure of the angle opposed to the side of length $c$ is $60^{\circ}$. The angles of the triangle $A B C$ satisfy $\angle A \leq 60^{\circ}$ and $\angle B \geq 60^{\circ}$, or $\angle A \geq 60^{\circ}$ and $\angle B \leq 60^{\circ}$; hence, using property D2 we can deduce that $a \leq c \leq b$ or $a \geq c \geq b$. In any case it follows that $(a-b)(b-c) \leq 0$.
Observation 2.1.2. We can also solve the example above without the identification of $a, b$ and $c$ with the lengths of the sides of a triangle.

First suppose that $a \leq b$, then the fact that $a^{2}+b^{2}-a b=c^{2}$ implies that $a(a-b)=c^{2}-b^{2}=(c-b)(c+b)$, hence $c-b \leq 0$ and therefore $(a-b)(b-c) \leq 0$.

Similarly, $a \geq b$ implies $c-b \geq 0$, and hence

$$
(a-b)(b-c) \leq 0
$$

Another situation where it is not obvious that we can identify the elements with a geometric inequality, or that the use of geometry may be helpful, is shown in the following example.

Example 2.1.3. If $a, b, c$ are positive numbers, then

$$
\sqrt{a^{2}+a c+c^{2}} \leq \sqrt{a^{2}-a b+b^{2}}+\sqrt{b^{2}-b c+c^{2}}
$$

The radicals suggest using the cosine law with angles of $120^{\circ}$ and of $60^{\circ}$ as follows: $a^{2}+a c+c^{2}=a^{2}+c^{2}-2 a c \cos 120^{\circ}, a^{2}-a b+b^{2}=a^{2}+b^{2}-2 a b \cos 60^{\circ}$ and $b^{2}-b c+c^{2}=b^{2}+c^{2}-2 b c \cos 60^{\circ}$.


Then, if we consider a quadrilateral $A B C D$, with $\angle A D B=\angle B D C=60^{\circ}$ and $\angle A D C=120^{\circ}$, such that $A D=a, B D=b$ and $C D=c$, we can deduce that $A B=$ $\sqrt{a^{2}-a b+b^{2}}, B C=\sqrt{b^{2}-b c+c^{2}}$ and $C A=\sqrt{a^{2}+a c+c^{2}}$. The inequality we have to prove becomes the triangle inequality for the triangle $A B C$.

Exercise 2.4. Let $A B C$ be a triangle with $\angle A>\angle B$, prove that $B C>\frac{1}{2} A B$.
Exercise 2.5. Let $A B C D$ be a convex quadrilateral, prove that
(i) if $A B+B D<A C+C D$, then $A B<A C$,
(ii) if $\angle A>\angle C$ and $\angle D>\angle B$, then $B C>\frac{1}{2} A D$.

Exercise 2.6. If $a_{1}, a_{2}, a_{3}, a_{4}$ and $a_{5}$ are the lengths of the sides of a convex pentagon and if $d_{1}, d_{2}, d_{3}, d_{4}$ and $d_{5}$ are the lengths of its diagonals, prove that

$$
\frac{1}{2}<\frac{a_{1}+a_{2}+a_{3}+a_{4}+a_{5}}{d_{1}+d_{2}+d_{3}+d_{4}+d_{5}}<1 .
$$

Exercise 2.7. The length $m_{a}$ of the median $A A^{\prime}$ of a triangle $A B C$ satisfies $m_{a}>$ $\frac{b+c-a}{2}$.
Exercise 2.8. If the length $m_{a}$ of the median $A A^{\prime}$ of a triangle $A B C$ satisfies $m_{a}>\frac{1}{2} a$, prove that $\angle B A C<90^{\circ}$.
Exercise 2.9. If $A A^{\prime}$ is the median of the triangle $A B C$ and if $A B<A C$, then $\angle B A A^{\prime}>\angle A^{\prime} A C$.

Exercise 2.10. If $m_{a}, m_{b}$ and $m_{c}$ are the lengths of the medians of a triangle with side-lengths $a, b$ and $c$, respectively, prove that it is possible to construct a triangle with side-lengths $m_{a}, m_{b}$ and $m_{c}$, and that

$$
\frac{3}{4}(a+b+c)<m_{a}+m_{b}+m_{c}<a+b+c .
$$

Exercise 2.11. (Ptolemy's inequality) If $A B C D$ is a convex quadrilateral, then $A C \cdot B D \leq A B \cdot C D+B C \cdot D A$. The equality holds if and only if $A B C D$ is a cyclic quadrilateral.

Exercise 2.12. Let $A B C D$ be a cyclic quadrilateral. Prove that $A C>B D$ if and only if $(A D-B C)(A B-D C)>0$.

Exercise 2.13. (Pompeiu's problem) Let $A B C$ be an equilateral triangle and let $P$ be a point that does not belong to the circumcircle of $A B C$. Prove that $P A$, $P B$ and $P C$ are the lengths of the sides of a triangle.

Exercise 2.14. If $A B C D$ is a paralelogram, prove that

$$
\left|A B^{2}-B C^{2}\right|<A C \cdot B D
$$

Exercise 2.15. If $a, b$ and $c$ are the lengths of the sides of a triangle, $m_{a}, m_{b}$ and $m_{c}$ represent the lengths of the medians and $R$ is the circumradius, prove that
(i) $\frac{a^{2}+b^{2}}{m_{c}}+\frac{b^{2}+c^{2}}{m_{a}}+\frac{c^{2}+a^{2}}{m_{b}} \leq 12 R$,
(ii) $m_{a}\left(b c-a^{2}\right)+m_{b}\left(c a-b^{2}\right)+m_{c}\left(a b-c^{2}\right) \geq 0$.

Exercise 2.16. Let $A B C$ be a triangle whose sides have lengths $a, b$ and $c$. Suppose that $c>b$, prove that

$$
\frac{1}{2}(c-b)<m_{b}-m_{c}<\frac{3}{2}(c-b)
$$

where $m_{b}$ and $m_{c}$ are the lengths of the medians.
Exercise 2.17. (Iran, 2005) Let $A B C$ be a triangle with $\angle A=90^{\circ}$. Let $D$ be the intersection of the internal angle bisector of $\angle A$ with the side $B C$ and let $I_{a}$ be the center of the excircle of the triangle $A B C$ opposite to the vertex $A$. Prove that

$$
\frac{A D}{D I_{a}} \leq \sqrt{2}-1
$$

### 2.2 Inequalities between the sides of a triangle

Inequalities involving the lengths of the sides of a triangle appear frequently in mathematical competitions. One sort of problems consists of those where you are asked to prove some inequality that is satisfied by the lengths of the sides of a triangle without any other geometric elements being involved, as in the following example.

Example 2.2.1. The lengths $a, b$ and $c$ of the sides of a triangle satisfy

$$
a(b+c-a)<2 b c
$$

Since the inequality is symmetric in $b$ and $c$, we can assume, without loss of generality, that $c \leq b$. We will prove the inequality in the following cases.
Case 1. $a \leq b$.
Since they are the lengths of the sides of a triangle, we have that $b<a+c$; then

$$
b+c-a=b-a+c<c+c=2 c \leq \frac{2 b c}{a}
$$

Case 2. $a \geq b$.
In this case $b-a \leq 0$, and since $a<b+c \leq 2 b$, we can deduce that

$$
b+c-a=c+b-a \leq c<\frac{2 b c}{a}
$$

Another type of problem involving the lengths of the sides of a triangle is when we are asked to prove that a certain relationship between the numbers $a, b$ and $c$ is sufficient to construct a triangle with sides of the same length.

Example 2.2.2. (i) If $a, b, c$ are positive numbers and satisfy, $\left(a^{2}+b^{2}+c^{2}\right)^{2}>$ $2\left(a^{4}+b^{4}+c^{4}\right)$, then $a, b$ and $c$ are the lengths of the sides of a triangle.
(ii) If $a, b, c, d$ are positive numbers and satisfy

$$
\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}>3\left(a^{4}+b^{4}+c^{4}+d^{4}\right)
$$

then, using any three of them we can construct a triangle.
For part (i), it is sufficient to observe that

$$
\left(a^{2}+b^{2}+c^{2}\right)^{2}-2\left(a^{4}+b^{4}+c^{4}\right)=(a+b+c)(a+b-c)(a-b+c)(-a+b+c)>0
$$

and then note that none of these factors is negative. Compare this with Example 1.2.5.

For part (ii), we can deduce that

$$
\begin{aligned}
3\left(a^{4}+b^{4}+c^{4}+d^{4}\right) & <\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2} \\
& =\left(\frac{a^{2}+b^{2}+c^{2}}{2}+\frac{a^{2}+b^{2}+c^{2}}{2}+d^{2}\right)^{2} \\
& \leq\left\{\left(\frac{a^{2}+b^{2}+c^{2}}{2}\right)^{2}+\left(\frac{a^{2}+b^{2}+c^{2}}{2}\right)^{2}+d^{4}\right\}(\sqrt{3})^{2}
\end{aligned}
$$

The second inequality follows from the Cauchy-Schwarz inequality; hence, $a^{4}+$
 used to construct a triangle. Since the argument we used is symmetric in $a, b, c$ and $d$, we obtain the result.

There is a technique that helps to transform one inequality between the lengths of the sides of a triangle into an inequality between positive numbers (of course related to the sides).This is called the Ravi transformation.

If the incircle $(I, r)$ of the triangle $A B C$ is tangent to the sides $B C, C A$ and $A B$ at the points $X, Y$ and $Z$, respectively, we have that $x=A Z=Y A$, $y=Z B=B X$ and $z=X C=C Y$.


It is easily seen that $a=y+z, b=z+x, c=x+y, x=s-a, y=s-b$ and $z=s-c$, where $s=\frac{a+b+c}{2}$.

Let us now see how to use the Ravi transformation in the following example.

Example 2.2.3. The lengths of the sides $a, b$ and $c$ of $a$ triangle satisfy

$$
(b+c-a)(c+a-b)(a+b-c) \leq a b c
$$

First, we have that

$$
(b+c-a)(c+a-b)(a+b-c)=8(s-a)(s-b)(s-c)=8 x y z
$$

on the other hand

$$
a b c=(x+y)(y+z)(z+x) .
$$

Thus, the inequality is equivalent to

$$
\begin{equation*}
8 x y z \leq(x+y)(y+z)(z+x) \tag{2.1}
\end{equation*}
$$

The last inequality follows from Exercise 1.26.
Example 2.2.4. (APMO, 1996) Let $a, b, c$ be the lengths of the sides of a triangle, prove that $\sqrt{a+b-c}+\sqrt{b+c-a}+\sqrt{c+a-b} \leq \sqrt{a}+\sqrt{b}+\sqrt{c}$.

If we set $a=y+z, b=z+x, c=x+y$, we can deduce that $a+b-c=2 z$, $b+c-a=2 x, c+a-b=2 y$. Hence, the inequality is equivalent to

$$
\sqrt{2 x}+\sqrt{2 y}+\sqrt{2 z} \leq \sqrt{x+y}+\sqrt{y+z}+\sqrt{z+x}
$$

Now applying the inequality between the arithmetic mean and the quadratic mean (see Exercise 1.68), we get

$$
\begin{aligned}
\sqrt{2 x}+\sqrt{2 y}+\sqrt{2 z} & =\frac{\sqrt{2 x}+\sqrt{2 y}}{2}+\frac{\sqrt{2 y}+\sqrt{2 z}}{2}+\frac{\sqrt{2 z}+\sqrt{2 x}}{2} \\
& \leq \sqrt{\frac{2 x+2 y}{2}}+\sqrt{\frac{2 y+2 z}{2}}+\sqrt{\frac{2 z+2 x}{2}} \\
& =\sqrt{x+y}+\sqrt{y+z}+\sqrt{z+x}
\end{aligned}
$$

Moreover, the equality holds if and only if $x=y=z$, that is, if and only if $a=b=c$.

Also, it is possible to express the area of a triangle $A B C$, its inradius, its circumradius and its semiperimeter in terms of $x, y, z$. Since $a=x+y, b=y+z$ and $c=z+x$, we first obtain that $s=\frac{a+b+c}{2}=x+y+z$. Using Heron's formula for the area of a triangle, we get

$$
\begin{equation*}
(A B C)=\sqrt{s(s-a)(s-b)(s-c)}=\sqrt{(x+y+z) x y z} \tag{2.2}
\end{equation*}
$$

The formula $(A B C)=s r$ leads us to

$$
r=\frac{(A B C)}{s}=\frac{\sqrt{(x+y+z) x y z}}{x+y+z}=\sqrt{\frac{x y z}{x+y+z}}
$$

Finally, from $(A B C)=\frac{a b c}{4 R}$ we get

$$
R=\frac{(x+y)(y+z)(z+x)}{4 \sqrt{(x+y+z) x y z}}
$$

Example 2.2.5. (India, 2003) Let $a, b, c$ be the side lengths of a triangle $A B C$. If we construct a triangle $A^{\prime} B^{\prime} C^{\prime}$ with side lengths $a+\frac{b}{2}, b+\frac{c}{2}, c+\frac{a}{2}$, prove that $\left(A^{\prime} B^{\prime} C^{\prime}\right) \geq \frac{9}{4}(A B C)$.

Since $a=y+z, b=z+x$ and $c=x+y$, the side lengths of the triangle $A^{\prime} B^{\prime} C^{\prime}$ are $a^{\prime}=\frac{x+2 y+3 z}{2}, b^{\prime}=\frac{3 x+y+2 z}{2}, c^{\prime}=\frac{2 x+3 y+z}{2}$. Using Heron's formula for the area of a triangle, we get

$$
\left(A^{\prime} B^{\prime} C^{\prime}\right)=\sqrt{\frac{3(x+y+z)(2 x+y)(2 y+z)(2 z+x)}{16}} .
$$

Applying the $A M-G M$ inequality to show that $2 x+y \geq 3 \sqrt[3]{x^{2} y}, 2 y+z \geq 3 \sqrt[3]{y^{2} z}$, $2 z+x \geq 3 \sqrt[3]{z^{2} x}$, will help to reach the inequality

$$
\left(A^{\prime} B^{\prime} C^{\prime}\right) \geq \sqrt{\frac{3(x+y+z) 27(x y z)}{16}}=\frac{9}{4}(A B C)
$$

Equation (2.2) establishes the last equality.
Exercise 2.18. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
3(a b+b c+c a) \leq(a+b+c)^{2} \leq 4(a b+b c+c a)
$$

Exercise 2.19. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
a b+b c+c a \leq a^{2}+b^{2}+c^{2} \leq 2(a b+b c+c a)
$$

Exercise 2.20. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
2\left(a^{2}+b^{2}+c^{2}\right) \leq(a+b+c)^{2}
$$

Exercise 2.21. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
\frac{3}{2} \leq \frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b}<2
$$

Exercise 2.22. (IMO, 1964) Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c) \leq 3 a b c
$$

Exercise 2.23. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
a\left(b^{2}+c^{2}-a^{2}\right)+b\left(c^{2}+a^{2}-b^{2}\right)+c\left(a^{2}+b^{2}-c^{2}\right) \leq 3 a b c
$$

Exercise 2.24. (IMO, 1983) Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
a^{2} b(a-b)+b^{2} c(b-c)+c^{2} a(c-a) \geq 0 .
$$

Exercise 2.25. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
\left|\frac{a-b}{a+b}+\frac{b-c}{b+c}+\frac{c-a}{c+a}\right|<\frac{1}{8} .
$$

Exercise 2.26. The lengths $a, b$ and $c$ of the sides of a triangle satisfy $a b+b c+c a=3$. Prove that

$$
3 \leq a+b+c \leq 2 \sqrt{3}
$$

Exercise 2.27. Let $a, b, c$ be the lengths of the sides of a triangle, and let $r$ be the inradius of the triangle. Prove that

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \leq \frac{\sqrt{3}}{2 r} .
$$

Exercise 2.28. Let $a, b, c$ be the lengths of the sides of a triangle, and let $s$ be the semiperimeter of the triangle. Prove that
(i) $(s-a)(s-b)<a b$,
(ii) $(s-a)(s-b)+(s-b)(s-c)+(s-c)(s-a) \leq \frac{a b+b c+c a}{4}$.

Exercise 2.29. If $a, b, c$ are the lengths of the sides of an acute triangle, prove that

$$
\sum_{\text {cyclic }} \sqrt{a^{2}+b^{2}-c^{2}} \sqrt{a^{2}-b^{2}+c^{2}} \leq a^{2}+b^{2}+c^{2}
$$

where $\sum_{\text {cyclic }}$ stands for the sum over all cyclic permutations of $(a, b, c)$.
Exercise 2.30. If $a, b, c$ are the lengths of the sides of an acute triangle, prove that

$$
\sum_{\text {cyclic }} \sqrt{a^{2}+b^{2}-c^{2}} \sqrt{a^{2}-b^{2}+c^{2}} \leq a b+b c+c a
$$

where $\sum_{\text {cyclic }}$ represents the sum over all cyclic permutations of $(a, b, c)$.

### 2.3 The use of inequalities in the geometry of the triangle

A problem which shows the use of inequalities in the geometry of the triangle was introduced in the International Mathematical Olympiad in 1961; for this problem there are several proofs and its applications are very broad, as will be seen later on. Meanwhile, we present it here as an example.
Example 2.3.1. If $a, b$ and $c$ are the lengths of the sides of $a$ triangle with area $(A B C)$, then $4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}$.

Since an equilateral triangle of side-length $a$ has area equal to $\frac{\sqrt{3}}{4} a^{2}$, the equality in the example holds for this case; hence we will try to compare what happens in any triangle with what happens in an equilateral triangle of side length $a$.


Let $B C=a$. If $A D$ is the altitude of the triangle at $A$, its length $h$ can be expressed as $h=\frac{\sqrt{3}}{2} a+y$, where $y$ measures its difference in comparison with the length of the altitude of the equilateral triangle. We also set $d=\frac{a}{2}-x$ and $e=\frac{a}{2}+x$, where $x$ can be interpreted as the difference that the projection of $A$ on $B C$ has with respect to the projection of $A$ on $B C$ in an equilateral triangle, which in this case is the midpoint of $B C$. We obtain

$$
\begin{aligned}
a^{2}+b^{2}+c^{2}-4 \sqrt{3}(A B C) & =a^{2}+h^{2}+\left(\frac{a}{2}+x\right)^{2}+h^{2}+\left(\frac{a}{2}-x\right)^{2}-4 \sqrt{3} \frac{a h}{2} \\
& =\frac{3}{2} a^{2}+2 h^{2}+2 x^{2}-2 \sqrt{3} a\left(\frac{\sqrt{3}}{2} a+y\right) \\
& =\frac{3}{2} a^{2}+2\left(\frac{\sqrt{3}}{2} a+y\right)^{2}+2 x^{2}-3 a^{2}-2 \sqrt{3} a y \\
& =\frac{3}{2} a^{2}+\frac{3}{2} a^{2}+2 \sqrt{3} a y+2 y^{2}+2 x^{2}-3 a^{2}-2 \sqrt{3} a y \\
& =2\left(x^{2}+y^{2}\right) \geq 0
\end{aligned}
$$

Moreover, the equality holds if and only if $x=y=0$, that is, when the triangle is equilateral.

Let us give another proof for the previous example. Let $A B C$ be a triangle, with side-lengths $a \geq b \geq c$, and let $A^{\prime}$ be a point such that $A^{\prime} B C$ is an equilateral triangle with side-length $a$. If we take $d=A A^{\prime}$, then $d$ measures, in a manner, how far is $A B C$ from being an equilateral triangle.


Using the cosine law we can deduce that

$$
\begin{aligned}
d^{2} & =a^{2}+c^{2}-2 a c \cos \left(B-60^{\circ}\right) \\
& =a^{2}+c^{2}-2 a c\left(\cos B \cos 60^{\circ}+\sin B \sin 60^{\circ}\right) \\
& =a^{2}+c^{2}-a c \cos B-2 \sqrt{3} \frac{a c \sin B}{2} \\
& =a^{2}+c^{2}-a c\left(\frac{a^{2}+c^{2}-b^{2}}{2 a c}\right)-2 \sqrt{3}(A B C) \\
& =\frac{a^{2}+b^{2}+c^{2}}{2}-2 \sqrt{3}(A B C) .
\end{aligned}
$$

But $d^{2} \geq 0$, hence we can deduce that $4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}$, which is what we wanted to prove. Moreover, the equality holds if $d=0$, that is, if $A^{\prime}=A$ or, equivalently, if $A B C$ is equilateral.

It is quite common to find inequalities that involve elements of the triangle among mathematical olympiad problems. Some of them are based on the following inequality, which is valid for positive numbers $a, b, c$ (see Exercise 1.36 of Section 1.3):

$$
\begin{equation*}
(a+b+c)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) \geq 9 \tag{2.3}
\end{equation*}
$$

Moreover, we recall that the equality holds if and only if $a=b=c$.
Another inequality, which has been very helpful to solve geometric-related problems, is Nesbitt's inequality (see Example 1.4.8 of Section 1.4). It states that for $a, b, c$ positive numbers, we always have

$$
\begin{equation*}
\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{3}{2} . \tag{2.4}
\end{equation*}
$$

The previous inequality can be proved using inequality (2.3) as follows:

$$
\begin{aligned}
\frac{a}{b+c} & +\frac{b}{c+a}+\frac{c}{a+b}=\frac{a+b+c}{b+c}+\frac{a+b+c}{c+a}+\frac{a+b+c}{a+b}-3 \\
& =(a+b+c)\left(\frac{1}{b+c}+\frac{1}{c+a}+\frac{1}{a+b}\right)-3 \\
& =\frac{1}{2}[(a+b)+(b+c)+(c+a)] \cdot\left(\frac{1}{b+c}+\frac{1}{c+a}+\frac{1}{a+b}\right)-3 \\
& \geq \frac{9}{2}-3=\frac{3}{2}
\end{aligned}
$$

The equality holds if and only if $a+b=b+c=c+a$, or equivalently, if $a=b=c$.
Let us now observe some examples of geometric inequalities where such relationships are employed.

Example 2.3.2. Let $A B C$ be an equilateral triangle of side length $a$, let $M$ be a point inside $A B C$ and let $D, E, F$ be the projections of $M$ on the sides $B C, C A$ and $A B$, respectively. Prove that
(i) $\frac{1}{M D}+\frac{1}{M E}+\frac{1}{M F} \geq \frac{6 \sqrt{3}}{a}$,
(ii) $\frac{1}{M D+M E}+\frac{1}{M E+M F}+\frac{1}{M F+M D} \geq \frac{3 \sqrt{3}}{a}$.


Let $x=M D, y=M E$ and $z=M F$. Remember that we denote the area of the triangle $A B C$ as $(A B C)$, then $(A B C)=(B C M)+(C A M)+(A B M)$, hence $a h=a x+a y+a z$, where $h=\frac{\sqrt{3}}{2} a$ represents the length of the altitude of $A B C$. Therefore, $h=x+y+z$. (This result is known as Viviani's lemma; see Section 2.8). Using inequality (2.3) we can deduce that

$$
h\left(\frac{1}{x}+\frac{1}{y}+\frac{1}{z}\right) \geq 9 \quad \text { and, after solving, that } \quad \frac{1}{x}+\frac{1}{y}+\frac{1}{z} \geq \frac{9}{h}=\frac{6 \sqrt{3}}{a}
$$

To prove the second part, using inequality (2.3), we can establish that

$$
(x+y+y+z+z+x)\left(\frac{1}{x+y}+\frac{1}{y+z}+\frac{1}{z+x}\right) \geq 9
$$

Therefore, $\frac{1}{x+y}+\frac{1}{y+z}+\frac{1}{z+x} \geq \frac{9}{2 h}=\frac{3 \sqrt{3}}{a}$.
Example 2.3.3. If $h_{a}, h_{b}$ and $h_{c}$ are the lengths of the altitudes of the triangle ABC, whose incircle has center I and radius $r$, we have
(i) $\frac{r}{h_{a}}+\frac{r}{h_{b}}+\frac{r}{h_{c}}=1$,
(ii) $h_{a}+h_{b}+h_{c} \geq 9 r$.

In order to prove the first equation, observe that $\frac{r}{h_{a}}=\frac{r \cdot a}{h_{a} \cdot a}=\frac{(I B C)}{(A B C)}$. Similarly, $\frac{r}{h_{b}}=\frac{(I C A)}{(A B C)}, \frac{r}{h_{c}}=\frac{(I A B)}{(A B C)}$. Adding the three equations, we have that

$$
\begin{aligned}
\frac{r}{h_{a}}+\frac{r}{h_{b}}+\frac{r}{h_{c}} & =\frac{(I B C)}{(A B C)}+\frac{(I C A)}{(A B C)}+\frac{(I A B)}{(A B C)} \\
& =\frac{(I B C)+(I C A)+(I A B)}{(A B C)}=1
\end{aligned}
$$



The desired inequality is a straightforward consequence of inequality (2.3), since $\left(h_{a}+h_{b}+h_{c}\right)\left(\frac{1}{h_{a}}+\frac{1}{h_{b}}+\frac{1}{h_{c}}\right) \cdot r \geq 9 r$.

Example 2.3.4. Let $A B C$ be a triangle with altitudes $A D, B E, C F$ and let $H$ be its orthocenter. Prove that
(i) $\frac{A D}{H D}+\frac{B E}{H E}+\frac{C F}{H F} \geq 9$,
(ii) $\frac{H D}{H A}+\frac{H E}{H B}+\frac{H F}{H C} \geq \frac{3}{2}$.


To prove part (i), consider $S=(A B C), S_{1}=(H B C), S_{2}=(H C A), S_{3}=$ $(H A B)$. Since triangles $A B C$ and $H B C$ share the same base, their area ratio is equal to their altitude ratio, that is, $\frac{S_{1}}{S}=\frac{H D}{A D}$. Similarly, $\frac{S_{2}}{S}=\frac{H E}{B E}$ and $\frac{S_{3}}{S}=\frac{H F}{C F}$. Then, $\frac{H D}{A D}+\frac{H E}{B E}+\frac{H F}{C F}=1$.

Using inequality (2.3) we can state that

$$
\left(\frac{A D}{H D}+\frac{B E}{H E}+\frac{C F}{H F}\right)\left(\frac{H D}{A D}+\frac{H E}{B E}+\frac{H F}{C F}\right) \geq 9
$$

If we substitute the equality previously calculated, we get (i).
Moreover, the equality holds if and only if $\frac{H D}{A D}=\frac{H E}{B E}=\frac{H F}{C F}=\frac{1}{3}$, that is, if $S_{1}=S_{2}=S_{3}=\frac{1}{3} S$. To prove the second part observe that $\frac{H D}{H A}=\frac{H D}{A D-H D}=$ $\frac{S_{1}}{S-S_{1}}=\frac{S_{1}}{S_{2}+S_{3}}$, and similarly, $\frac{H E}{H B}=\frac{S_{2}}{S_{3}+S_{1}}$ and $\frac{H F}{H C}=\frac{S_{3}}{S_{1}+S_{2}}$, then using Nesbitt's inequality leads to $\frac{H D}{H A}+\frac{H E}{H B}+\frac{H F}{H C} \geq \frac{3}{2}$.
Example 2.3.5. (Korea, 1995) Let $A B C$ be a triangle and let $L, M, N$ be points on $B C, C A$ and $A B$, respectively. Let $P, Q$ and $R$ be the intersection points of the lines $A L, B M$ and $C N$ with the circumcircle of $A B C$, respectively. Prove that

$$
\frac{A L}{L P}+\frac{B M}{M Q}+\frac{C N}{N R} \geq 9
$$

Let $A^{\prime}$ be the midpoint of $B C$, let $P^{\prime}$ be the midpoint of the $\operatorname{arc} B C$, let $D$ and $D^{\prime}$ be the projections of $A$ and $P$ on $B C$, respectively.

It is clear that $\frac{A L}{L P}=\frac{A D}{P D^{\prime}} \geq \frac{A D}{P^{\prime} A^{\prime}}$. Thus, the minimum value of $\frac{A L}{L P}+\frac{B M}{M Q}+\frac{C N}{N R}$ is attained when $P, Q$ and $R$ are the midpoints of the $\operatorname{arcs} B C, C A$ and $A B$. This happens when $A L, B M$ and $C N$ are the internal angle bisectors of the triangle $A B C$. Hence, without loss of generality, we will assume that $A L, B M$ and $C N$ are the internal angle bisectors of $A B C$. Since $A L$ is an internal angle bisector, we have ${ }^{6}$

$$
B L=\frac{c a}{b+c}, \quad L C=\frac{b a}{b+c} \quad \text { and } \quad A L^{2}=b c\left(1-\left(\frac{a}{b+c}\right)^{2}\right)
$$

[^4]

Moreover,

$$
\frac{A L}{L P}=\frac{A L^{2}}{A L \cdot L P}=\frac{A L^{2}}{B L \cdot L C}=\frac{(b c)\left(1-\left(\frac{a}{b+c}\right)^{2}\right)}{\frac{a^{2} b c}{(b+c)^{2}}}=\frac{(b+c)^{2}-a^{2}}{a^{2}}
$$

Similarly, for the internal angle bisectors $B M$ and $C N$, we have

$$
\frac{B M}{M Q}=\frac{(c+a)^{2}-b^{2}}{b^{2}} \quad \text { and } \quad \frac{C N}{N R}=\frac{(a+b)^{2}-c^{2}}{c^{2}}
$$

Therefore,

$$
\begin{aligned}
\frac{A L}{L P}+\frac{B M}{M Q}+\frac{C N}{N R} & =\left(\frac{b+c}{a}\right)^{2}+\left(\frac{c+a}{b}\right)^{2}+\left(\frac{a+b}{c}\right)^{2}-3 \\
& \geq \frac{1}{3}\left(\frac{b+c}{a}+\frac{c+a}{b}+\frac{a+b}{c}\right)^{2}-3 \\
& \geq \frac{1}{3}(6)^{2}-3=9
\end{aligned}
$$

The first inequality follows from the convexity of the function $f(x)=x^{2}$ and the second inequality from relations in the form $\frac{a}{b}+\frac{b}{a} \geq 2$. Observe that equality holds if and only if $a=b=c$.

Another way to finish the problem is the following:

$$
\begin{aligned}
& \left(\frac{b+c}{a}\right)^{2}+\left(\frac{c+a}{b}\right)^{2}+\left(\frac{a+b}{c}\right)^{2}-3 \\
& =\left(\frac{a^{2}}{b^{2}}+\frac{b^{2}}{a^{2}}\right)+\left(\frac{b^{2}}{c^{2}}+\frac{c^{2}}{b^{2}}\right)+\left(\frac{c^{2}}{a^{2}}+\frac{a^{2}}{c^{2}}\right)+2\left(\frac{a b}{c^{2}}+\frac{b c}{a^{2}}+\frac{c a}{b^{2}}\right)-3 \\
& \geq 2 \cdot 3+2 \cdot 3-3=9
\end{aligned}
$$

Here we made use of the fact that $\frac{a^{2}}{b^{2}}+\frac{b^{2}}{a^{2}} \geq 2$ and that $\frac{a b}{c^{2}}+\frac{b c}{a^{2}}+\frac{c a}{b^{2}} \geq$ $3 \sqrt[3]{\frac{(a b)(b c)(c a)}{a^{2} b^{2} c^{2}}}=3$.
Example 2.3.6. (Shortlist IMO, 1997) The lengths of the sides of the hexagon $A B C D E F$ satisfy $A B=B C, C D=D E$ and $E F=F A$. Prove that

$$
\frac{B C}{B E}+\frac{D E}{D A}+\frac{F A}{F C} \geq \frac{3}{2}
$$



Set $a=A C, b=C E$ and $c=E A$. Ptolemy's inequality (see Exercise 2.11), applied to the quadrilateral $A C E F$, guarantees that $A E \cdot F C \leq F A \cdot C E+A C \cdot E F$. Since $E F=F A$, we have that $c \cdot F C \leq F A \cdot b+F A \cdot a$. Therefore,

$$
\frac{F A}{F C} \geq \frac{c}{a+b}
$$

Similarly, we can deduce the inequalities

$$
\frac{B C}{B E} \geq \frac{a}{b+c} \quad \text { and } \quad \frac{D E}{D A} \geq \frac{b}{c+a}
$$

Hence, $\frac{B C}{B E}+\frac{D E}{D A}+\frac{F A}{F C} \geq \frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{3}{2}$; the last inequality is Nesbitt's inequality.

Exercise 2.31. Let $a, b, c$ be the lengths of the sides of a triangle, prove that:
(i) $\frac{a}{b+c-a}+\frac{b}{c+a-b}+\frac{c}{a+b-c} \geq 3$,
(ii) $\frac{b+c-a}{a}+\frac{c+a-b}{b}+\frac{a+b-c}{c} \geq 3$.

Exercise 2.32. Let $A D, B E, C F$ be the altitudes of the triangle $A B C$ and let $P Q$, $P R, P S$ be the distances from a point $P$ to the sides $B C, C A, A B$, respectively. Prove that

$$
\frac{A D}{P Q}+\frac{B E}{P R}+\frac{C F}{P S} \geq 9
$$

Exercise 2.33. Through a point $O$ inside a triangle of area $S$ three lines are drawn in such a way that every side of the triangle intersects two of them. These lines divide the triangle into three triangles with common vertex $O$ and areas $S_{1}, S_{2}$ and $S_{3}$, and three quadrilaterals. Prove that
(i) $\frac{1}{S_{1}}+\frac{1}{S_{2}}+\frac{1}{S_{3}} \geq \frac{9}{S}$,
(ii) $\frac{1}{S_{1}}+\frac{1}{S_{2}}+\frac{1}{S_{3}} \geq \frac{18}{S}$.

Exercise 2.34. The cevians $A L, B M$ and $C N$ of the triangle $A B C$ concur in $P$. Prove that $\frac{A P}{P L}+\frac{B P}{P M}+\frac{C P}{P N}=6$ if and only if $P$ is the centroid of the triangle.
Exercise 2.35. The altitudes $A D, B E, C F$ intersect the circumcircle of the triangle $A B C$ in $D^{\prime}, E^{\prime}$ and $F^{\prime}$, respectively. Prove that
(i) $\frac{A D}{D D^{\prime}}+\frac{B E}{E E^{\prime}}+\frac{C F}{F F^{\prime}} \geq 9$,
(ii) $\frac{A D}{A D^{\prime}}+\frac{B E}{B E^{\prime}}+\frac{C E}{C F^{\prime}} \geq \frac{9}{4}$.

Exercise 2.36. In the triangle $A B C$, let $l_{a}, l_{b}, l_{c}$ be the lengths of the internal bisectors of the angles of the triangle, and let $s$ and $r$ be the semiperimeter and the inradius of $A B C$. Prove that
(i) $l_{a} l_{b} l_{c} \leq r s^{2}$,
(ii) $l_{a} l_{b}+l_{b} l_{c}+l_{c} l_{a} \leq s^{2}$,
(iii) $l_{a}^{2}+l_{b}^{2}+l_{c}^{2} \leq s^{2}$.

Exercise 2.37. Let $A B C$ be a triangle and let $M, N, P$ be arbitrary points on the line segments $B C, C A, A B$, respectively. Denote the lengths of the sides of the triangle by $a, b, c$ and the circumradius by $R$. Prove that

$$
\frac{b c}{A M}+\frac{c a}{B N}+\frac{a b}{C P} \leq 6 R
$$

Exercise 2.38. Let $A B C$ be a triangle with side-lengths $a, b, c$. Let $m_{a}, m_{b}$ and $m_{c}$ be the lengths of the medians from $A, B$ and $C$, respectively. Prove that

$$
\max \left\{a m_{a}, b m_{b}, c m_{c}\right\} \leq s R,
$$

where $R$ is the radius of the circumcircle and $s$ is the semiperimeter.

### 2.4 Euler's inequality and some applications

Theorem 2.4.1 (Euler's theorem). Given the triangle $A B C$, where $O$ is the circumcenter, $I$ the incenter, $R$ the circumradius and $r$ the inradius, then

$$
O I^{2}=R^{2}-2 R r
$$

Proof. Let us give a proof ${ }^{7}$ that depends only on Pythagoras theorem and the fact that the circumcircle of the triangle $B C I$ has center $D$, the midpoint of the $\mathrm{arc}^{8}$ $B C$. For the proof we will use directed segments.


Let $M$ be the midpoint of $B C$ and let $Q$ be the orthogonal projection of $I$ on the radius $O D$. Then

$$
\begin{aligned}
O B^{2}-O I^{2} & =O B^{2}-D B^{2}+D I^{2}-O I^{2} \\
& =O M^{2}-M D^{2}+D Q^{2}-Q O^{2} \\
& =(M O+D M)(M O-D M)+(D Q+Q O)(D Q-Q O) \\
& =D O(M O+M D+D Q+O Q) \\
& =R(2 M Q)=2 R r
\end{aligned}
$$

Therefore $O I^{2}=R^{2}-2 R r$.

As a consequence of the last theorem we obtain the following inequality.
Theorem 2.4.2 (Euler's inequality). $R \geq 2 r$. Moreover, $R=2 r$ if and only if the triangle is equilateral. ${ }^{9}$

[^5]Theorem 2.4.3. In a triangle $A B C$, with circumradius $R$, inradius $r$ and semiperimeter s, it happens that

$$
r \leq \frac{s}{3 \sqrt{3}} \leq \frac{R}{2}
$$

Proof. We will use the fact that ${ }^{10}(A B C)=\frac{a b c}{4 R}=s r$. Using the $A M-G M$ inequality, we can deduce that $2 s=a+b+c \geq 3 \sqrt[3]{a b c}=3 \sqrt[3]{4 R r s}$. Thus, $8 s^{3} \geq 27(4 R r s) \geq 27\left(8 r^{2} s\right)$, since $R \geq 2 r$. Therefore, $s \geq 3 \sqrt{3} r$.

The second inequality, $\frac{s}{3 \sqrt{3}} \leq \frac{R}{2}$, is equivalent to $a+b+c \leq 3 \sqrt{3} R$. But using the sine law, this is equivalent to $\sin A+\sin B+\sin C \leq \frac{3 \sqrt{3}}{2}$. Observe that the last inequality holds because the function $f(x)=\sin x$ is concave on $[0, \pi]$, thus $\frac{\sin A+\sin B+\sin C}{3} \leq \sin \left(\frac{A+B+C}{3}\right)=\sin 60^{\circ}=\frac{\sqrt{3}}{2}$.
Exercise 2.39. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
(a+b-c)(b+c-a)(c+a-b) \leq a b c
$$

Exercise 2.40. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a} \geq \frac{1}{R^{2}}
$$

where $R$ denotes the circumradius.
Exercise 2.41. Let $A, B$ and $C$ be the measurements of the angles in each of the vertices of the triangle $A B C$, prove that

$$
\frac{1}{\sin A \sin B}+\frac{1}{\sin B \sin C}+\frac{1}{\sin C \sin A} \geq 4
$$

Exercise 2.42. Let $A, B$ and $C$ be the measurements of the angles in each of the vertices of the triangle $A B C$, prove that

$$
\left(\sin \frac{A}{2}\right)\left(\sin \frac{B}{2}\right)\left(\sin \frac{C}{2}\right) \leq \frac{1}{8}
$$

Exercise 2.43. Let $A B C$ be a triangle. Call $A, B$ and $C$ the angles in the vertices $A, B$ and $C$, respectively. Let $a, b$ and $c$ be the lengths of the sides of the triangle and let $R$ be the radius of the circumcircle. Prove that

$$
\left(\frac{2 A}{\pi}\right)^{\frac{1}{a}}\left(\frac{2 B}{\pi}\right)^{\frac{1}{b}}\left(\frac{2 C}{\pi}\right)^{\frac{1}{c}} \leq\left(\frac{2}{3}\right)^{\frac{\sqrt{3}}{R}}
$$

Theorem 2.4.4 (Leibniz's theorem). In a triangle $A B C$ with sides of length $a, b$ and $c$, and with circumcenter $O$, centroid $G$ and circumradius $R$, the following holds:

$$
O G^{2}=R^{2}-\frac{1}{9}\left(a^{2}+b^{2}+c^{2}\right)
$$

[^6]Proof. Let us use Stewart's theorem which states ${ }^{11}$ that if $L$ is a point on the side $B C$ of a triangle $A B C$ and if $A L=l, B L=m, L C=n$, then $a\left(l^{2}+m n\right)=$ $b^{2} m+c^{2} n$.


Applying Stewart's theorem to the triangle $O A A^{\prime}$ to find the length of $O G$, where $A^{\prime}$ is the midpoint of $B C$, we get

$$
A A^{\prime}\left(O G^{2}+A G \cdot G A^{\prime}\right)=A^{\prime} O^{2} \cdot A G+A O^{2} \cdot G A^{\prime}
$$

Since

$$
A O=R, \quad A G=\frac{2}{3} A A^{\prime} \quad \text { and } \quad G A^{\prime}=\frac{1}{3} A A^{\prime}
$$

substituting we get

$$
O G^{2}+\frac{2}{9}\left(A^{\prime} A\right)^{2}=A^{\prime} O^{2} \cdot \frac{2}{3}+R^{2} \cdot \frac{1}{3}
$$

On the other hand ${ }^{12}$, since $\left(A^{\prime} A\right)^{2}=\frac{2\left(b^{2}+c^{2}\right)-a^{2}}{4}$ and $A^{\prime} O^{2}=R^{2}-\frac{a^{2}}{4}$, we can deduce that

$$
\begin{aligned}
O G^{2} & =\left(R^{2}-\frac{a^{2}}{4}\right) \frac{2}{3}+\frac{1}{3} R^{2}-\frac{2}{9}\left(\frac{2\left(b^{2}+c^{2}\right)-a^{2}}{4}\right) \\
& =R^{2}-\frac{a^{2}}{6}-\frac{2\left(b^{2}+c^{2}\right)-a^{2}}{18} \\
& =R^{2}-\frac{a^{2}+b^{2}+c^{2}}{9}
\end{aligned}
$$

One consequence of the last theorem is the following inequality.
Theorem 2.4.5 (Leibniz's nequality). In a triangle $A B C$ with side-lengths $a, b$ and $c$, with circumradius $R$, the following holds:

$$
9 R^{2} \geq a^{2}+b^{2}+c^{2}
$$

[^7]Moreover, equality holds if and only if $O=G$, that is, when the triangle is equilateral.

Example 2.4.6. In a triangle $A B C$ with sides of length $a, b$ and $c$, it follows that

$$
4 \sqrt{3}(A B C) \leq \frac{9 a b c}{a+b+c}
$$

Using that $4 R(A B C)=a b c$, we have the following equivalences:

$$
9 R^{2} \geq a^{2}+b^{2}+c^{2} \Leftrightarrow \frac{a^{2} b^{2} c^{2}}{16(A B C)^{2}} \geq \frac{a^{2}+b^{2}+c^{2}}{9} \Leftrightarrow 4(A B C) \leq \frac{3 a b c}{\sqrt{a^{2}+b^{2}+c^{2}}} .
$$

Cauchy-Schwarz inequality says that $a+b+c \leq \sqrt{3} \sqrt{a^{2}+b^{2}+c^{2}}$, hence

$$
4 \sqrt{3}(A B C) \leq \frac{9 a b c}{a+b+c}
$$

Exercise 2.44. Let $A, B$ and $C$ be the measurements of the angles in each of the vertices of the triangle $A B C$, prove that

$$
\sin ^{2} A+\sin ^{2} B+\sin ^{2} C \leq \frac{9}{4}
$$

Exercise 2.45. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
4 \sqrt{3}(A B C) \leq 3 \sqrt[3]{a^{2} b^{2} c^{2}}
$$

Exercise 2.46. Suppose that the incircle of $A B C$ is tangent to the sides $B C, C A$, $A B$, at $D, E, F$, respectively. Prove that

$$
E F^{2}+F D^{2}+D E^{2} \leq \frac{s^{2}}{3}
$$

where $s$ is the semiperimeter of $A B C$.
Exercise 2.47. Let $a, b, c$ be the lenghts of the sides of a triangle $A B C$ and let $h_{a}$, $h_{b}, h_{c}$ be the lenghts of the altitudes over $B C, C A, A B$, respectively. Prove that

$$
\frac{a^{2}}{h_{b} h_{c}}+\frac{b^{2}}{h_{c} h_{a}}+\frac{c^{2}}{h_{a} h_{b}} \geq 4 .
$$

### 2.5 Symmetric functions of $a, b$ and $c$

The lengths of the sides $a, b$ and $c$ of a triangle have a very close relationship with $s, r$ and $R$, the semiperimeter, the inradius and the circumradius of the triangle, respectively. The relationships that are most commonly used are

$$
\begin{align*}
a+b+c & =2 s  \tag{2.5}\\
a b+b c+c a & =s^{2}+r^{2}+4 r R,  \tag{2.6}\\
a b c & =4 R r s \tag{2.7}
\end{align*}
$$

The first is the definition of $s$ and the third follows from the fact that the area of the triangle is $\frac{a b c}{4 R}=r s$. Using Heron's formula for the area of a triangle, we have the relationship $s(s-a)(s-b)(s-c)=r^{2} s^{2}$, hence

$$
s^{3}-(a+b+c) s^{2}+(a b+b c+c a) s-a b c=r^{2} s
$$

If we substitute (2.5) and (2.7) in this equality, after simplifying we get that

$$
a b+b c+c a=s^{2}+r^{2}+4 R r .
$$

Now, since any symmetric polynomial in $a, b$ and $c$ can be expressed as a polynomial in terms of $(a+b+c),(a b+b c+c a)$ and $(a b c)$, it can also be expressed as a polynomial in $s, r$ and $R$. For instance,

$$
\begin{aligned}
a^{2}+b^{2}+c^{2} & =(a+b+c)^{2}-2(a b+b c+c a)=2\left(s^{2}-r^{2}-4 R r\right) \\
a^{3}+b^{3}+c^{3} & =(a+b+c)^{3}-3(a+b+c)(a b+b c+c a)+3 a b c \\
& =2\left(s^{3}-3 r^{2} s-6 R r s\right)
\end{aligned}
$$

These transformations help to solve different problems, as will be seen later on.

Lemma 2.5.1. If $A, B$ and $C$ are the measurements of the angles within each of the vertices of the triangle $A B C$, we have that $\cos A+\cos B+\cos C=\frac{r}{R}+1$.
Proof.

$$
\begin{aligned}
\cos A+\cos B+\cos C & =\frac{b^{2}+c^{2}-a^{2}}{2 b c}+\frac{c^{2}+a^{2}-b^{2}}{2 c a}+\frac{a^{2}+b^{2}-c^{2}}{2 a b} \\
& =\frac{a\left(b^{2}+c^{2}\right)+b\left(c^{2}+a^{2}\right)+c\left(a^{2}+b^{2}\right)-\left(a^{3}+b^{3}+c^{3}\right)}{2 a b c} \\
& =\frac{(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)-2\left(a^{3}+b^{3}+c^{3}\right)}{2 a b c} \\
& =\frac{4 s\left(s^{2}-r^{2}-4 R r\right)-4\left(s^{3}-3 r^{2} s-6 R r s\right)}{8 R r s} \\
& =\frac{\left(s^{2}-r^{2}-4 R r\right)-\left(s^{2}-3 r^{2}-6 R r\right)}{2 R r} \\
& =\frac{2 r^{2}+2 R r}{2 R r}=\frac{r}{R}+1 .
\end{aligned}
$$

Example 2.5.2. If $A, B$ and $C$ are the measurements of the angles in each of the vertices of the triangle $A B C$, we have that $\cos A+\cos B+\cos C \leq \frac{3}{2}$.

Lemma 2.5.1 guarantees that $\cos A+\cos B+\cos C=\frac{r}{R}+1$, and using Euler's inequality, $R \geq 2 r$, we get the result.

We can give another direct proof. Observe that,
$a\left(b^{2}+c^{2}-a^{2}\right)+b\left(c^{2}+a^{2}-b^{2}\right)+c\left(a^{2}+b^{2}-c^{2}\right)=(b+c-a)(c+a-b)(a+b-c)+2 a b c$.
Then,

$$
\begin{aligned}
\cos A+\cos B+\cos C & =\frac{b^{2}+c^{2}-a^{2}}{2 b c}+\frac{c^{2}+a^{2}-b^{2}}{2 c a}+\frac{a^{2}+b^{2}-c^{2}}{2 a b} \\
& =\frac{(b+c-a)(c+a-b)(a+b-c)}{2 a b c}+1,
\end{aligned}
$$

and since $(b+c-a)(c+a-b)(a+b-c) \leq a b c$, we have the result.
Example 2.5.3. (IMO, 1991) Let $A B C$ be a triangle, let $I$ be its incenter and let $L, M, N$ be the intersections of the internal angle bisectors of $A, B, C$ with $B C$, $C A, A B$, respectively. Prove that $\frac{1}{4}<\frac{A I}{A L} \frac{B I}{B M} \frac{C I}{C N} \leq \frac{8}{27}$.


Using the angle bisector theorem $\frac{B L}{L C}=\frac{A B}{C A}=\frac{c}{b}$ and the fact that $B L+$ $L C=a$, we can deduce that $B L=\frac{a c}{b+c}$ and $L C=\frac{a b}{b+c}$. Again, the angle bisector theorem applied to the internal angle bisector $B I$ of the angle $\angle A B L$ gives us $\frac{I L}{A I}=\frac{B L}{A B}=\frac{a c}{(b+c) c}=\frac{a}{b+c}$. Hence,

$$
\frac{A L}{A I}=\frac{A I+I L}{A I}=1+\frac{I L}{A I}=1+\frac{a}{b+c}=\frac{a+b+c}{b+c}
$$

Then, $\frac{A I}{A L}=\frac{b+c}{a+b+c} .{ }^{13}$ Similarly, $\frac{B I}{B M}=\frac{c+a}{a+b+c}$ and $\frac{C I}{C N}=\frac{a+b}{a+b+c}$. Therefore, the inequality that we have to prove in terms of $a, b$ and $c$ is

$$
\frac{1}{4}<\frac{(b+c)(c+a)(a+b)}{(a+b+c)^{3}} \leq \frac{8}{27}
$$

The $A M-G M$ inequality guarantees that

$$
(b+c)(c+a)(a+b) \leq\left(\frac{(b+c)+(c+a)+(a+b)}{3}\right)^{3}=\frac{8}{27}(a+b+c)^{3},
$$

[^8]hence the inequality on the right-hand side is now evident.
To prove the inequality on the left-hand side, first note that
$$
\frac{(b+c)(c+a)(a+b)}{(a+b+c)^{3}}=\frac{(a+b+c)(a b+b c+c a)-a b c}{(a+b+c)^{3}}
$$

Substitute above, using equations (2.5), (2.6) and (2.7), to get

$$
\begin{aligned}
\frac{(b+c)(c+a)(a+b)}{(a+b+c)^{3}} & =\frac{2 s\left(s^{2}+r^{2}+4 R r\right)-4 R r s}{8 s^{3}} \\
& =\frac{2 s^{3}+2 s r^{2}+4 R r s}{8 s^{3}}=\frac{1}{4}+\frac{2 r^{2}+4 R r}{8 s^{2}}>\frac{1}{4}
\end{aligned}
$$

We can also use the Ravi transformation $a=y+z, b=z+x, c=x+y$, to reach the final result in the following way:

$$
\begin{aligned}
\frac{(b+c)(c+a)(a+b)}{(a+b+c)^{3}} & =\frac{(x+y+z+x)(x+y+z+y)(x+y+z+z)}{8(x+y+z)^{3}} \\
& =\frac{1}{8}\left(1+\frac{x}{x+y+z}\right)\left(1+\frac{y}{x+y+z}\right)\left(1+\frac{z}{x+y+z}\right) \\
& =\frac{1}{8}\left(1+\frac{x+y+z}{x+y+z}+\frac{x y+y z+z x}{x+y+z}+\frac{x y z}{x+y+z}\right)>\frac{1}{4}
\end{aligned}
$$

Exercise 2.48. Let $A, B$ and $C$ be the values of the angles in each one of the vertices of the triangle $A B C$, prove that

$$
\sin ^{2} \frac{A}{2}+\sin ^{2} \frac{B}{2}+\sin ^{2} \frac{C}{2} \geq \frac{3}{4} .
$$

Exercise 2.49. Let $a, b$ and $c$ be the lengths of the sides of a triangle. Using the tools we have studied in this section, prove that

$$
4 \sqrt{3}(A B C) \leq \frac{9 a b c}{a+b+c}
$$

Exercise 2.50. Let $a, b$ and $c$ be the lengths of the sides of a triangle. Using the tools presented in this section, prove that

$$
4 \sqrt{3}(A B C) \leq 3 \sqrt[3]{a^{2} b^{2} c^{2}}
$$

Exercise 2.51. (IMO, 1961) Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}
$$

Exercise 2.52. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}-(a-b)^{2}-(b-c)^{2}-(c-a)^{2} .
$$

Exercise 2.53. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
4 \sqrt{3}(A B C) \leq a b+b c+c a
$$

Exercise 2.54. Let $a, b$ and $c$ be the lengths of the sides of a triangle, prove that

$$
4 \sqrt{3}(A B C) \leq \frac{3(a+b+c) a b c}{a b+b c+c a}
$$

Exercise 2.55. Let $a, b$ and $c$ be the lengths of the sides of a triangle. If $a+b+c=1$, prove that

$$
a^{2}+b^{2}+c^{2}+4 a b c<\frac{1}{2}
$$

Exercise 2.56. Let $a, b$ and $c$ be the lengths of the sides of a triangle, let $R$ and $r$ be the circumradius and the inradius, respectively, prove that

$$
\frac{(b+c-a)(c+a-b)(a+b-c)}{a b c}=\frac{2 r}{R} .
$$

Exercise 2.57. Let $a, b$ and $c$ be the lengths of the sides of a triangle and let $R$ be the circumradius, prove that

$$
3 \sqrt{3} R \leq \frac{a^{2}}{b+c-a}+\frac{b^{2}}{c+a-b}+\frac{c^{2}}{a+b-c} .
$$

Exercise 2.58. Let $a, b$ and $c$ be the lengths of the sides of a triangle. Set $x=\frac{b+c-a}{2}$, $y=\frac{c+a-b}{2}$ and $z=\frac{a+b-c}{2}$. If $\tau_{1}=x+y+z, \tau_{2}=x y+y z+z x$ and $\tau_{3}=x y z$, verify the following relationships.
(1) $(a-b)^{2}+(b-c)^{2}+(c-a)^{2}=(x-y)^{2}+(y-z)^{2}+(z-x)^{2}=2\left(\tau_{1}^{2}-3 \tau_{2}\right)$.
(2) $a+b+c=2 \tau_{1}$.
(3) $a^{2}+b^{2}+c^{2}=2 \tau_{1}^{2}-2 \tau_{2}$.
(4) $a b+b c+c a=\tau_{1}^{2}+\tau_{2}$.
(5) $a b c=\tau_{1} \tau_{2}-\tau_{3}$.
(6) $16(A B C)^{2}=2\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}\right)-\left(a^{4}+b^{4}+c^{4}\right)=16 r^{2} s^{2}=16 \tau_{1} \tau_{3}$.
(7) $R=\frac{\tau_{1} \tau_{2}-\tau_{3}}{4 \sqrt{\tau_{1} \tau_{3}}}$.
(8) $r=\sqrt{\frac{\tau_{3}}{\tau_{1}}}$.
(9) $\tau_{1}=s, \tau_{2}=r(4 R+r), \tau_{3}=r^{2} s$.

### 2.6 Inequalities with areas and perimeters

We begin this section with the following example.
Example 2.6.1. (Austria-Poland, 1985) If $A B C D$ is a convex quadrilateral of area 1, then

$$
A B+B C+C D+D A+A C+B D \geq 4+\sqrt{8}
$$

Set $a=A B, b=B C, c=C D, d=D A, e=A C$ and $f=B D$. The area of the quadrilateral $A B C D$ is $(A B C D)=\frac{e f \sin \theta}{2}$, where $\theta$ is the angle between the diagonals, which makes it clear that $1=\frac{e f \sin \theta}{2} \leq \frac{e f}{2}$.

Since $(A B C)=\frac{a b \sin B}{2} \leq \frac{a b}{2}$ and $(C D A)=\frac{c d \sin D}{2} \leq \frac{c d}{2}$, we can deduce that $1=(A B C D) \leq \frac{a b+c d}{2}$. Similarly, $1=(A B C D) \leq \frac{b c+d a}{2}$. These two inequalities imply that $a b+b c+c d+d a \geq 4$.

Finally, since $(e+f)^{2}=4 e f+(e-f)^{2} \geq 4 e f \geq 8$ and $(a+b+c+d)^{2}=$ $4(a+c)(b+d)+((a+c)-(b+d))^{2} \geq 4(a+c)(b+d)=4(a b+b c+c d+d a) \geq 16$, we can deduce that $a+b+c+d+e+f \geq 4+\sqrt{8}$.

Example 2.6.2. (Iberoamerican, 1992) Using the triangle $A B C$, construct a hexagon $H$ with vertices $A_{1}, A_{2}, B_{1}, B_{2}, C_{1}, C_{2}$ as shown in the figure. Show that the area of the hexagon $H$ is at least thirteen times the area of the triangle $A B C$.


It is clear, using the area formula $(A B C)=\frac{a b \sin C}{2}$, that

$$
\begin{aligned}
\left(A_{1} A_{2} B_{1} B_{2} C_{1} C_{2}\right)= & \left(A_{1} B C_{2}\right)+\left(A_{2} C B_{1}\right)+\left(B_{2} A C_{1}\right)+\left(A A_{1} A_{2}\right) \\
& +\left(B B_{1} B_{2}\right)+\left(C C_{1} C_{2}\right)-2(A B C) \\
= & \frac{(c+a)^{2} \sin B}{2}+\frac{(a+b)^{2} \sin C}{2}+\frac{(b+c)^{2} \sin A}{2} \\
& +\frac{a^{2} \sin A}{2}+\frac{b^{2} \sin B}{2}+\frac{c^{2} \sin C}{2}-2(A B C)
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{\left(a^{2}+b^{2}+c^{2}\right)(\sin A+\sin B+\sin C)}{2}+c a \sin B \\
& +a b \sin C+b c \sin A-2(A B C) \\
= & \frac{\left(a^{2}+b^{2}+c^{2}\right)(\sin A+\sin B+\sin C)}{2}+4(A B C) .
\end{aligned}
$$

Therefore, $\left(A_{1} A_{2} B_{1} B_{2} C_{1} C_{2}\right) \geq 13(A B C)$ if and only if

$$
\frac{\left(a^{2}+b^{2}+c^{2}\right)(\sin A+\sin B+\sin C)}{2} \geq 9(A B C)=\frac{9 a b c}{4 R} .
$$

Using the sine law, $\frac{\sin A}{a}=\frac{1}{2 R}$, we can prove that the inequality is true if and only if $\frac{\left(a^{2}+b^{2}+c^{2}\right)(a+b+c)}{4 R} \geq \frac{9 a b c}{4 R}$, that is,

$$
\left(a^{2}+b^{2}+c^{2}\right)(a+b+c) \geq 9 a b c
$$

The last inequality can be deduced from the $A M-G M$ inequality, from the rearrangement inequality or by using Tchebychev's inequality. Moreover, the equality holds only in the case $a=b=c$.

Example 2.6.3. (China, 1988 and 1993) Consider two concentric circles of radii $R$ and $R_{1}\left(R_{1}>R\right)$ and a convex quadrilateral $A B C D$ inscribed in the small circle. The extensions of $A B, B C, C D$ and $D A$ intersect the large circle at $C_{1}, D_{1}, A_{1}$ and $B_{1}$, respectively. Show that
(i) $\frac{\text { perimeter of } A_{1} B_{1} C_{1} D_{1}}{\text { perimeter of } A B C D} \geq \frac{R_{1}}{R}$;
(ii) $\frac{\left(A_{1} B_{1} C_{1} D_{1}\right)}{(A B C D)} \geq\left(\frac{R_{1}}{R}\right)^{2}$.


To prove (i), we use Ptolemy's inequality (see Exercise 2.11) applied to the quadrilaterals $O A B_{1} C_{1}, O B C_{1} D_{1}, O C D_{1} A_{1}$ and $O D A_{1} B_{1}$, which implies that

$$
\begin{align*}
& A C_{1} \cdot R_{1} \leq B_{1} C_{1} \cdot R+A B_{1} \cdot R_{1} \\
& B D_{1} \cdot R_{1} \leq C_{1} D_{1} \cdot R+B C_{1} \cdot R_{1}  \tag{2.8}\\
& C A_{1} \cdot R_{1} \leq D_{1} A_{1} \cdot R+C D_{1} \cdot R_{1} \\
& D B_{1} \cdot R_{1} \leq A_{1} B_{1} \cdot R+D A_{1} \cdot R_{1}
\end{align*}
$$

Then, when we add these inequalities together and write $A C_{1}, B D_{1}, C A_{1}$ and $D B_{1}$, and express them as $A B+B C_{1}, B C+C D_{1}, C D+D A_{1}$ and $D A+A B_{1}$, respectively, we get

$$
\begin{aligned}
& R_{1} \cdot \text { perimeter }(A B C D)+R_{1}\left(B C_{1}+C D_{1}+D A_{1}+A B_{1}\right) \\
& \quad \leq R \cdot \operatorname{perimeter}\left(A_{1} B_{1} C_{1} D_{1}\right)+R_{1}\left(A B_{1}+B C_{1}+C D_{1}+D A_{1}\right)
\end{aligned}
$$

Therefore,

$$
\frac{\text { perimeter }\left(A_{1} B_{1} C_{1} D_{1}\right)}{\text { perimeter }(A B C D)} \geq \frac{R_{1}}{R} .
$$

To prove (ii), we use the fact that $(A B C D)=\frac{a d \sin A+b c \sin A}{2}=\frac{\sin A}{2}(a d+b c)$ and also that $(A B C D)=\frac{a b \sin B+c d \sin B}{2}=\frac{\sin B}{2}(a b+c d)$, where $A=\angle D A B$ and $B=\angle A B C$.


Since $\left(A B_{1} C_{1}\right)=\frac{x(a+y) \sin \left(180^{\circ}-A\right)}{2}=\frac{x(a+y) \sin A}{2}$, we can produce the identity $\frac{\left(A B_{1} C_{1}\right)}{(A B C D)}=\frac{x(a+y)}{a d+b c}$. Similarly, $\frac{\left(B C_{1} D_{1}\right)}{(A B C D)}=\frac{y(b+z)}{a b+c d}, \frac{\left(C D_{1} A_{1}\right)}{(A B C D)}=\frac{z(c+w)}{a d+b c}, \frac{\left(D A_{1} B_{1}\right)}{(A B C D)}=$ $\frac{w(d+x)}{a b+c d}$. Then,

$$
\frac{\left(A_{1} B_{1} C_{1} D_{1}\right)}{(A B C D)}=1+\frac{x(a+y)+z(w+c)}{a d+b c}+\frac{y(b+z)+w(d+x)}{a b+c d} .
$$

The power of a point in the larger circle with respect to the small circle is equal to $R_{1}^{2}-R^{2}$. In particular, the power of $A_{1}, B_{1}, C_{1}$ and $D_{1}$ is the same. On the other hand, we know that these powers are $w(w+c), x(x+d), y(y+a)$ and $z(z+b)$, respectively.

Substituting this in the previous equation implies that the area ratio is

$$
\frac{\left(A_{1} B_{1} C_{1} D_{1}\right)}{(A B C D)}=1+\left(R_{1}^{2}-R^{2}\right)\left[\frac{x}{y(a d+b c)}+\frac{z}{w(a d+b c)}+\frac{y}{z(a b+c d)}+\frac{w}{x(a b+c d)}\right] .
$$

Using the $A M-G M$ inequality allows us to deduce that

$$
\frac{\left(A_{1} B_{1} C_{1} D_{1}\right)}{(A B C D)} \geq 1+\frac{4\left(R_{1}^{2}-R^{2}\right)}{\sqrt{(a d+b c)(a b+c d)}}
$$

Since $2 \sqrt{(a d+b c)(a b+c d)} \leq a d+b c+a b+c d=(a+c)(b+d) \leq \frac{1}{4}(a+b+c+d)^{2} \leq$ $\frac{(4 \sqrt{2} R)^{2}}{4}=8 R^{2}$, the first two inequalities follow from the $A M-G M$ inequality, and the last one follows from the fact that, of all the quadrilaterals inscribed in a circle, the square has the largest perimeter. Thus

$$
\frac{\left(A_{1} B_{1} C_{1} D_{1}\right)}{(A B C D)} \geq 1+\frac{4\left(R_{1}^{2}-R^{2}\right)}{4 R^{2}}=\left(\frac{R_{1}}{R}\right)^{2}
$$

Moreover, the equalities hold when $A B C D$ is a square and only in this case. Since in order to reduce inequalities (2.8) to identities, it must be the case that the four quadrilaterals $O A B_{1} C_{1}, O B C_{1} D_{1}, O C D_{1} A_{1}$ and $O D A_{1} B_{1}$ are cyclic. Thus, $O A$ is an internal angle bisector of the angle $B A D$, and the same happens for $O B$, $O C$ and $O D$.

There are problems that, even when they are not presented in a geometric form, they invite us to search for geometric relationships, as in the following example.

Example 2.6.4. If $a, b, c$ are positive numbers with $c<a$ and $c<b$, we can deduce that $\sqrt{c(a-c)}+\sqrt{c(b-c)} \leq \sqrt{a b}$.

Consider the isosceles triangles $A B C$ and $A C D$, both sharing the common side $A C$ of length $2 \sqrt{c}$; we take the first triangle as having equal sides $A B=B C$ of length $\sqrt{a}$ and the second one satisfying $C D=D A$ with length $\sqrt{b}$.

The area of the quadrilateral $A B C D$ is, on the one hand,

$$
(A B C D)=(A B C)+(A C D)=\sqrt{c(a-c)}+\sqrt{b(b-c)}
$$

and on the other hand, $(A B C D)=2(A B D)=\frac{2 \sqrt{a b} \sin \angle B A D}{2}$.
This last procedure for calculating the area clearly proves that $(A B C D) \leq$ $\sqrt{a b}$, and thus the result is obtained.


Another solution is as follows. Since $A C$ and $B D$ are perpendiculars, Py thagoras theorem implies that $D E=\sqrt{b-c}$ and $E B=\sqrt{a-c}$. By Ptolemy's inequality (see Exercise 2.11), $(\sqrt{b-c}+\sqrt{a-c}) \cdot(2 \sqrt{c}) \leq \sqrt{a} \sqrt{b}+\sqrt{a} \sqrt{b}$ and then the result.

Exercise 2.59. On every side of a square with sides measuring 1, choose one point. The four points will form a quadrilateral of sides of length $a, b, c$ and $d$, prove that
(i) $2 \leq a^{2}+b^{2}+c^{2}+d^{2} \leq 4$,
(ii) $2 \sqrt{2} \leq a+b+c+d \leq 4$.

Exercise 2.60. On each side of a regular hexagon with sides measuring 1, we choose one point. The six points form a hexagon of perimeter $h$. Prove that $3 \sqrt{3} \leq h \leq 6$.
Exercise 2.61. Consider the three lines tangent to the incircle of a triangle $A B C$ which are parallel to the sides of the triangle; these, together with the sides of the triangle, form a hexagon $T$. Prove that

$$
\text { the perimeter of } T \leq \frac{2}{3} \text { the perimeter of }(A B C) \text {. }
$$

Exercise 2.62. Find the radius of the circle of maximum area that can be covered using three circles with radius 1 .
Exercise 2.63. Find the radius of the circle of maximum area that can be covered using three circles with radii $r_{1}, r_{2}$ and $r_{3}$.

Exercise 2.64. Two disjoint squares are located inside a square of side 1. If the lengths of the sides of the two squares are $a$ and $b$, prove that $a+b \leq 1$.
Exercise 2.65. A convex quadrilateral is inscribed in a circumference of radius 1 , in such a way that one of its sides is a diameter and the other sides have lengths $a, b$ and $c$. Prove that $a b c \leq 1$.

Exercise 2.66. Let $A B C D E$ be a convex pentagon such that the areas of the triangles $A B C, B C D, C D E, D E A$ and $E A B$ are equal. Prove that
(i) $\frac{(A B C D E)}{4}<(A B C)<\frac{(A B C D E)}{3}$,
(ii) $(A B C D E)=\frac{5+\sqrt{5}}{2}(A B C)$.

Exercise 2.67. If $A D, B E$ and $C F$ are the altitudes of the triangle $A B C$, prove that

$$
\text { perimeter }(D E F) \leq s,
$$

where $s$ is the semiperimeter.
Exercise 2.68. The lengths of the internal angle bisectors of a triangle are at most 1 , show that the area of such a triangle is at most $\frac{\sqrt{3}}{3}$.

Exercise 2.69. If $a, b, c, d$ are the lengths of the sides of a convex quadrilateral, show that
(i) $(A B C D) \leq \frac{a b+c d}{2}$,
(ii) $(A B C D) \leq \frac{a c+b d}{2}$ and
(iii) $(A B C D) \leq\left(\frac{a+c}{2}\right)\left(\frac{b+d}{2}\right)$.

### 2.7 Erdős-Mordell Theorem

Theorem 2.7.1 (Pappus's theorem). Let $A B C$ be a triangle, $A A^{\prime} B^{\prime} B$ and $C C^{\prime} A^{\prime \prime} A$ two parallelograms constructed on $A C$ and $A B$ such that both either are inside or outside the triangle. Let $P$ be the intersection of $B^{\prime} A^{\prime}$ with $C^{\prime} A^{\prime \prime}$. Construct another parallelogram $B P^{\prime} P^{\prime \prime} C$ on $B C$ such that $B P^{\prime}$ is parallel to $A P$ and of the same length. Thus, we will have the following relationships between the areas:

$$
\left(B P^{\prime} P^{\prime \prime} C\right)=\left(A A^{\prime} B^{\prime} B\right)+\left(C C^{\prime} A^{\prime \prime} A\right)
$$

Proof. See the picture on the next page.


Theorem 2.7.2 (Erdős-Mordell theorem). Let $P$ be an arbitrary point inside or on the boundary of the triangle $A B C$. If $p_{a}, p_{b}, p_{c}$ are the distances from $P$ to the sides of $A B C$, of lenghts $a, b, c$, respectively, then

$$
P A+P B+P C \geq 2\left(p_{a}+p_{b}+p_{c}\right)
$$

Moreover, the equality holds if and only if the triangle $A B C$ is equilateral and $P$ is the circumcenter.
Proof (Kazarinoff). Let us reflect the triangle $A B C$ on the internal bisector $B L$ of angle $B$. Let $A^{\prime}$ and $C^{\prime}$ be the reflections of $A$ and $C$. The point $P$ is not reflected. Now, let us consider the parallelograms determined by $B, P$ and $A^{\prime}$, and by $B, P$ and $C^{\prime}$.


The sum of the areas of these parallelograms is $c p_{a}+a p_{c}$ and this is equal to the area of the parallelogram $A^{\prime} P^{\prime} P^{\prime \prime} C^{\prime}$, where $A^{\prime} P^{\prime}$ is parallel to $B P$ and of the same length. The area of $A^{\prime} P^{\prime} P^{\prime \prime} C^{\prime}$ is at most $b \cdot P B$. Moreover, the areas are equal if $B P$ is perpendicular to $A^{\prime} C^{\prime}$ and this happens if and only if $P$ is on $B O$, where $O$ is the circumcenter of $A B C .{ }^{14}$ Then,

$$
c p_{a}+a p_{c} \leq b P B
$$

[^9]

Therefore,

$$
P B \geq \frac{c}{b} p_{a}+\frac{a}{b} p_{c} .
$$

Similarly,

$$
P A \geq \frac{b}{a} p_{c}+\frac{c}{a} p_{b} \quad \text { and } \quad P C \geq \frac{b}{c} p_{a}+\frac{a}{c} p_{b}
$$

If we add together these inequalities, we have

$$
P A+P B+P C \geq\left(\frac{b}{c}+\frac{c}{b}\right) p_{a}+\left(\frac{c}{a}+\frac{a}{c}\right) p_{b}+\left(\frac{a}{b}+\frac{b}{a}\right) p_{c} \geq 2\left(p_{a}+p_{b}+p_{c}\right)
$$

since $\frac{b}{c}+\frac{c}{b} \geq 2$. Moreover, the equality holds if and only if $a=b=c$ and $P$ is on $A O, B O$ and $C O$, that is, if the triangle is equilateral and $P=O$.

Example 2.7.3. Using the notation of the Erdős-Mordell theorem, prove that

$$
a P A+b P B+c P C \geq 4(A B C)
$$

Consider the two parallelograms that are determined by $B, C, P$ and $B$, $A, P$ as shown in the figure, and the parallelogram that is constructed following Pappus's theorem. It is clear that

$$
b P B \geq a p_{a}+c p_{c} .
$$



Similarly, it follows that

$$
\begin{aligned}
a P A & \geq b p_{b}+c p_{c} \\
c P C & \geq a p_{a}+b p_{b}
\end{aligned}
$$

Hence,

$$
a P A+b P B+c P C \geq 2\left(a p_{a}+b p_{b}+c p_{c}\right)=4(A B C)
$$

Example 2.7.4. Using the notation of the Erdős-Mordell theorem, prove that

$$
p_{a} P A+p_{b} P B+p_{c} P C \geq 2\left(p_{a} p_{b}+p_{b} p_{c}+p_{c} p_{a}\right)
$$

As in the previous example, we have that $a P A \geq b p_{b}+c p_{c}$. Hence,

$$
p_{a} P A \geq \frac{b}{a} p_{a} p_{b}+\frac{c}{a} p_{c} p_{a}
$$

Similarly, we can deduce that $p_{b} P B \geq \frac{a}{b} p_{a} p_{b}+\frac{c}{b} p_{b} p_{c}, p_{c} P C \geq \frac{a}{c} p_{c} p_{a}+\frac{b}{c} p_{b} p_{c}$.
If we add together these three inequalities, we get

$$
\begin{aligned}
p_{a} P A+p_{b} P B+p_{c} P C & \geq\left(\frac{a}{b}+\frac{b}{a}\right) p_{a} p_{b}+\left(\frac{b}{c}+\frac{c}{b}\right) p_{b} p_{c}+\left(\frac{c}{a}+\frac{a}{c}\right) p_{c} p_{a} \\
& \geq 2\left(p_{a} p_{b}+p_{b} p_{c}+p_{c} p_{a}\right)
\end{aligned}
$$

Example 2.7.5. Using the notation of the Erdös-Mordell theorem, prove that

$$
2\left(\frac{1}{P A}+\frac{1}{P B}+\frac{1}{P C}\right) \leq \frac{1}{p_{a}}+\frac{1}{p_{b}}+\frac{1}{p_{c}} .
$$



Let us apply inversion to the circle of center $P$ and radius $d=p_{b}$. If $A^{\prime}, B^{\prime}, C^{\prime}$ are the inverse points of $A, B, C$, respectively, and $A_{1}^{\prime}, B_{1}^{\prime}, C_{1}^{\prime}$ are the inverse points
of $A_{1}, B_{1}, C_{1}$, we can deduce that

$$
\begin{aligned}
P A \cdot P A^{\prime} & =P B \cdot P B^{\prime}=P C \cdot P C^{\prime}=d^{2} \\
P A_{1} \cdot P A_{1}^{\prime} & =P B_{1} \cdot P B_{1}^{\prime}=P C_{1} \cdot P C_{1}^{\prime}=d^{2}
\end{aligned}
$$

Moreover, $A^{\prime}, B^{\prime}$ and $C^{\prime}$ are on $B_{1}^{\prime} C_{1}^{\prime}, C_{1}^{\prime} A_{1}^{\prime}$ and $A_{1}^{\prime} B_{1}^{\prime}$, respectively, and the segments $P A^{\prime}, P B^{\prime}$ and $P C^{\prime}$ are perpendicular to $B_{1}^{\prime} C_{1}^{\prime}, C_{1}^{\prime} A_{1}^{\prime}$ and $A_{1}^{\prime} B_{1}^{\prime}$, respectively.

An application of the Erdős-Mordell theorem to the triangle $A_{1}^{\prime} B_{1}^{\prime} C_{1}^{\prime}$ shows that $P A_{1}^{\prime}+P B_{1}^{\prime}+P C_{1}^{\prime} \geq 2\left(P A^{\prime}+P B^{\prime}+P C^{\prime}\right)$.

Since

$$
\begin{aligned}
P A_{1}^{\prime} & =\frac{d^{2}}{P A_{1}}, \quad P B_{1}^{\prime}=\frac{d^{2}}{P B_{1}}, \quad P C_{1}^{\prime}=\frac{d^{2}}{P C_{1}} \\
P C^{\prime} & =\frac{d^{2}}{P C}, \quad P B^{\prime}=\frac{d^{2}}{P B}, \quad P A^{\prime}=\frac{d^{2}}{P A}
\end{aligned}
$$

then

$$
d^{2}\left(\frac{1}{P A_{1}}+\frac{1}{P B_{1}}+\frac{1}{P C_{1}}\right) \geq 2 d^{2}\left(\frac{1}{P A}+\frac{1}{P B}+\frac{1}{P C}\right)
$$

that is,

$$
2\left(\frac{1}{P A}+\frac{1}{P B}+\frac{1}{P C}\right) \leq\left(\frac{1}{p_{a}}+\frac{1}{p_{b}}+\frac{1}{p_{c}}\right) .
$$

Example 2.7.6. Using the notation of the Erdős-Mordell theorem, prove that

$$
P A \cdot P B \cdot P C \geq \frac{R}{2 r}\left(p_{a}+p_{b}\right)\left(p_{b}+p_{c}\right)\left(p_{c}+p_{a}\right) .
$$



Let $C_{1}$ be a point on $B C$ such that $B C_{1}=A B$. Then $A C_{1}=2 c \sin \frac{B}{2}$, and Pappus's theorem implies that $P B\left(2 c \sin \frac{B}{2}\right) \geq c p_{a}+c p_{c}$. Therefore,

$$
P B \geq \frac{p_{a}+p_{c}}{2 \sin \frac{B}{2}}
$$

Similarly,

$$
P A \geq \frac{p_{b}+p_{c}}{2 \sin \frac{A}{2}} \quad \text { and } \quad P C \geq \frac{p_{a}+p_{b}}{2 \sin \frac{C}{2}} .
$$

Then, after multiplication, we get

$$
P A \cdot P B \cdot P C \geq \frac{1}{8} \frac{1}{\left(\sin \frac{A}{2}\right)\left(\sin \frac{B}{2}\right)\left(\sin \frac{C}{2}\right)}\left(p_{a}+p_{b}\right)\left(p_{b}+p_{c}\right)\left(p_{c}+p_{a}\right)
$$

The solution of Exercise 2.42 helps us to prove that $\left(\sin \frac{A}{2}\right)\left(\sin \frac{B}{2}\right)\left(\sin \frac{C}{2}\right)=\frac{r}{4 R}$, then the result follows.

Example 2.7.7. (IMO, 1991) Let $P$ be a point inside the triangle $A B C$. Prove that at least one of the angles $\angle P A B, \angle P B C, \angle P C A$ is less than or equal to $30^{\circ}$.

Draw $A_{1}, B_{1}$ and $C_{1}$, the projections of $P$ on sides $B C, C A$ and $A B$, respectively. Using the Erdős-Mordell theorem we get $P A+P B+P C \geq 2 P A_{1}+$ $2 P B_{1}+2 P C_{1}$.


Thus, one of the following inequalities will be satisfied:

$$
P A \geq 2 P C_{1}, \quad P B \geq 2 P A_{1} \quad \text { or } \quad P C \geq 2 P B_{1}
$$

If, for instance, $P A \geq 2 P C_{1}$, we can deduce that $\frac{1}{2} \geq \frac{P C_{1}}{P A}=\sin \angle P A B$, then $\angle P A B \leq 30^{\circ}$ or $\angle P A B \geq 150^{\circ}$. But, if $\angle P A B \geq 150^{\circ}$, then it must be the case that $\angle P B C<30^{\circ}$ and thus in both cases the result follows.

Example 2.7.8. (IMO, 1996) Let $A B C D E F$ be a convex hexagon such that $A B$ is parallel to $D E, B C$ is parallel to $E F$ and $C D$ is parallel to $F A$. Let $R_{A}, R_{C}$, $R_{E}$ denote the circumradii of triangles $F A B, B C D, D E F$, respectively, and let $\mathcal{P}$ denote the perimeter of the hexagon. Prove that

$$
R_{A}+R_{C}+R_{E} \geq \frac{\mathcal{P}}{2}
$$

Let $M, N$ and $P$ be points inside the hexagon in such a way that $M D E F$, $N F A B$ and $P B C D$ are parallelograms. Let $X Y Z$ be the triangle formed by the
lines through $B, D, F$ and perpendicular to $F A, B C, D E$, respectively, where $B$ is on $Y Z, D$ on $Z X$ and $F$ on $X Y$. Observe that $M N P$ and $X Y Z$ are similar triangles.


Since the triangles $D E F$ and $D M F$ are congruent, they have the same circumradius; moreover, since $X M$ is the diameter of the circumcircle of triangle $D M F$, then $X M=2 R_{E}$. Similarly, $Y N=2 R_{A}$ and $Z P=2 R_{C}$. Thus, the inequality that needs to be proven can be written as

$$
X M+Y N+Z P \geq B N+B P+D P+D M+F M+F N
$$

The case $M=N=P$ is the Erdős-Mordell inequality, on which the rest of the proof is based.

Let $Y^{\prime}, Z^{\prime}$ denote the reflections of $Y$ and $Z$ on the internal angle bisector of $X$. Let $G, H$ denote the feet of the perpendiculars of $M$ and $X$ on $Y^{\prime} Z^{\prime}$, respectively.


Since $\left(X Y^{\prime} Z^{\prime}\right)=\left(X M Z^{\prime}\right)+\left(Z^{\prime} M Y^{\prime}\right)+\left(Y^{\prime} M X\right)$, we obtain

$$
X H \cdot Y^{\prime} Z^{\prime}=M F \cdot X Z^{\prime}+M G \cdot Y^{\prime} Z^{\prime}+M D \cdot Y^{\prime} X
$$

If we set $x=Y^{\prime} Z^{\prime}, y=Z X^{\prime}, z=X Y^{\prime}$, the above equality becomes

$$
x X H=x M G+z D M+y F M
$$

Since $\angle X H G=90^{\circ}$, then $X H=X G \sin \angle X G H \leq X G$. Moreover, using the triangle inequality, $X G \leq X M+M G$, we can deduce that

$$
X M \geq X H-M G=\frac{z}{x} D M+\frac{y}{x} F M
$$

Similarly,

$$
\begin{aligned}
Y N & \geq \frac{x}{y} F N+\frac{z}{y} B N \\
Z P & \geq \frac{y}{z} B P+\frac{x}{y} D P .
\end{aligned}
$$

After adding together these three inequalities, we get

$$
\begin{equation*}
X M+Y N+Z P \geq \frac{z}{x} D M+\frac{y}{x} F M+\frac{x}{y} F N+\frac{z}{y} B N+\frac{y}{z} B P+\frac{x}{z} D P . \tag{2.9}
\end{equation*}
$$

Observe that

$$
\frac{y}{z} B P+\frac{z}{y} B N=\left(\frac{y}{z}+\frac{z}{y}\right)\left(\frac{B P+B N}{2}\right)+\left(\frac{y}{z}-\frac{z}{y}\right)\left(\frac{B P-B N}{2}\right) .
$$

Since the triangles $X Y Z$ and $M N P$ are similar, we can define $r$ as

$$
r=\frac{F M-F N}{X Y}=\frac{B N-B P}{Y Z}=\frac{D P-D M}{Z X} .
$$

If we apply the inequality $\frac{y}{z}+\frac{z}{y} \geq 2$, we get

$$
\begin{aligned}
\frac{y}{z} B P+\frac{z}{y} B N & =\left(\frac{y}{z}+\frac{z}{y}\right)\left(\frac{B P+B N}{2}\right)-\frac{r}{2}\left(\frac{y x}{z}-\frac{z x}{y}\right) \\
& \geq B P+B N-\frac{r}{2}\left(\frac{y x}{z}-\frac{z x}{y}\right)
\end{aligned}
$$

Similar inequalities hold for

$$
\begin{aligned}
& \frac{x}{y} F N+\frac{y}{x} F M \geq F N+F M-\frac{r}{2}\left(\frac{x z}{y}-\frac{y z}{x}\right), \\
& \frac{z}{x} D M+\frac{x}{z} D P \geq D M+D P-\frac{r}{2}\left(\frac{z y}{x}-\frac{x y}{z}\right) .
\end{aligned}
$$

If we add the inequalities and substitute them in (2.9), we have

$$
X M+Y N+Z P \geq B N+B P+D P+D M+F M+F N
$$

which completes the proof.

Exercise 2.70. Using the notation of the Erdős-Mordell theorem, prove that

$$
P A \cdot P B \cdot P C \geq \frac{4 R}{r} p_{a} p_{b} p_{c} .
$$

Exercise 2.71. Using the notation of the Erdős-Mordell theorem, prove that
(i) $\frac{P A^{2}}{p_{b} p_{c}}+\frac{P B^{2}}{p_{c} p_{a}}+\frac{P C^{2}}{p_{a} p_{b}} \geq 12$,
(ii) $\frac{P A}{p_{b}+p_{c}}+\frac{P B}{p_{c}+p_{a}}+\frac{P C}{p_{a}+p_{b}} \geq 3$,
(iii) $\frac{P A}{\sqrt{p_{b} p_{c}}}+\frac{P B}{\sqrt{p_{c} p_{a}}}+\frac{P C}{\sqrt{p_{a} p_{b}}} \geq 6$,
(iv) $P A \cdot P B+P B \cdot P C+P C \cdot P A \geq 4\left(p_{a} p_{b}+p_{b} p_{c}+p_{c} p_{a}\right)$.

Exercise 2.72. Let $A B C$ be a triangle, $P$ be an arbitrary point in the plane and let $p_{a}, p_{b}$ y $p_{c}$ be the distances from $P$ to the sides of a triangle of lengths $a, b$ and $c$, respectively. If, for example, $P$ and $A$ are on different sides of the segment $B C$, then $p_{a}$ is negative, and we have a similar situation for the other cases. Prove that

$$
P A+P B+P C \geq\left(\frac{b}{c}+\frac{c}{b}\right) p_{a}+\left(\frac{c}{a}+\frac{a}{c}\right) p_{b}+\left(\frac{a}{b}+\frac{b}{a}\right) p_{c} .
$$

### 2.8 Optimization problems

In this section we present two classical examples known as the Fermat-Steiner problem and the Fagnano problem.

The Fermat-Steiner problem. This problem seeks to find a point in the interior or on the sides of a triangle such that the sum of the distances from the point to the vertices of the triangle is minimum. We will present three solutions and point out the methods used to solve the problem.

Torricelli's solution. It takes as its starting point the following two lemmas.
Lemma 2.8.1 (Viviani's lemma). The sum of the distances from an interior point to the sides of an equilateral triangle is equal to the altitude of the triangle.

Proof. Let $P$ be a point in the interior of the triangle $A B C$. Draw the triangle $A^{\prime} B^{\prime} C^{\prime}$ with sides parallel to the sides of $A B C$, with $P$ on $C^{\prime} A^{\prime}$ and $B^{\prime} C^{\prime}$ on the line through $B$ and $C$.


If $L, M$ and $N$ are the feet of the perpendiculars of $P$ on the sides, it is clear that $P M=N M^{\prime}$, where $M^{\prime}$ is the intersection of $P N$ with $A^{\prime} B^{\prime}$. Moreover, $P M^{\prime}$ is the altitude of the equilateral triangle $A P^{\prime} P$. If $A^{\prime} P^{\prime \prime}$ is the altitude of the triangle $A P^{\prime} P$ from $A^{\prime}$, it is clear that $P M^{\prime}=A^{\prime} P^{\prime \prime}$. Let $L^{\prime}$ be a point on $B^{\prime} C^{\prime}$ such that $A^{\prime} L^{\prime}$ is the altitude of the triangle $A^{\prime} B^{\prime} C^{\prime}$ from $A^{\prime}$. Thus,

$$
P L+P M+P N=P L+P N+N M^{\prime}=P L+A^{\prime} P^{\prime \prime}=A^{\prime} P^{\prime \prime}+P^{\prime \prime} L^{\prime}=A^{\prime} L^{\prime} .
$$

Next, we present another two proofs of Viviani's lemma for the sake of completeness.
Observation 2.8.2. (i) The following is another proof of Viviani's lemma which is based on the use of areas. We have that $(A B C)=(A B P)+(B C P)+$ $(C A P)$. Then, if $a$ is the length of the side of the triangle and $h$ is the length of its altitude, we have that $a h=a P N+a P L+a P M$, that is, $h=$ $P N+P L+P M$.
(ii) Another proof of Viviani's lemma can be deduced from the following diagram.


Lemma 2.8.3. If $A B C$ is a triangle with all angles less than or equal to $120^{\circ}$, there is a unique point $P$ such that $\angle A P B=\angle B P C=\angle C P A=120^{\circ}$. The point $P$ is known as the Fermat point of the triangle.

Proof. First, we will proof the existence of $P$. On the sides $A B$ and $C A$ we construct equilateral triangles $A B C^{\prime}$ and $C A B^{\prime}$. Their circumcircles intersect at $A$ and at another point that we denote as $P$.


Since $A P C B^{\prime}$ is cyclic, we have that $\angle C P A=180^{\circ}-\angle B^{\prime}=120^{\circ}$. Similarly, since $A P B C^{\prime}$ is cyclic, $\angle A P B=120^{\circ}$. Finally, $\angle B P C=360^{\circ}-\angle A P B-\angle C P A=$ $360^{\circ}-120^{\circ}-120^{\circ}=120^{\circ}$.

To prove the uniqueness, suppose that $Q$ satisfies $\angle A Q B=\angle B Q C=$ $\angle C Q A=120^{\circ}$. Since $\angle A Q B=120^{\circ}$, the point $Q$ should be on the circumcircle of $A B C^{\prime}$. Similarly, it should be on the circumcircle of $C A B^{\prime}$, hence $Q=P$.

We will now study Torricelli's solution to the Fermat-Steiner problem. Given the triangle $A B C$ with angles less than or equal to $120^{\circ}$, construct the Fermat point $P$, which satisfies $\angle A P B=\angle B P C=\angle C P A=120^{\circ}$. Now, through $A, B$ and $C$ we draw perpendiculars to $A P, B P$ and $C P$, respectively.

These perpendiculars determine a triangle $D E F$ which is equilateral. This is so because the quadrilateral $P B D C$ is cyclic, having angles of $90^{\circ}$ in $B$ and $C$. Now, since $\angle B P C=120^{\circ}$, we can deduce that $\angle B D C=60^{\circ}$. This argument can be repeated for each angle. Therefore $D E F$ is indeed equilateral.

We know that the distance from $P$ to the vertices of the triangle $A B C$ is equal to the length of the altitude of the equilateral triangle $D E F$. Observe that any other point $Q$ inside the triangle $A B C$ satisfies $A Q \geq A^{\prime} Q$, where $A^{\prime} Q$ is the distance from $Q$ to the side $E F$, similarly $B Q \geq B^{\prime} Q$ and $C Q \geq C^{\prime} Q$. Therefore $A Q+B Q+C Q$ is greater than or equal to the altitude of $D E F$ which is $A P+$ $B P+C P$, which in turn is equal to $A^{\prime} Q+B^{\prime} Q+C^{\prime} Q$ as can be seen by using Viviani's lemma.


Hofmann-Gallai's solution. This way of solving the problem uses the ingenious idea of rotating the figure to place the three segments that we need next to each other, in order to form a polygonal line and then add them together. Thus, when we join the two extreme points with a segment of line, since this segment of line represents the shortest path between them, it is then necessary to find the conditions under which the polygonal line lies over such segment. This proof was provided by J. Hofmann in 1929, but the method for proving had already been discovered and should be attributed to the Hungarian Tibor Gallai. Let us recall this solution.

Consider the triangle $A B C$ with a point $P$ inside it; draw $A P, B P$ and $C P$. Next, rotate the figure with its center in $B$ and through an angle of $60^{\circ}$, in a positive direction.


We should point out several things. If $C^{\prime}$ is the image of $A$ and $P^{\prime}$ is the image of $P$, the triangles $B P P^{\prime}$ and $B A C^{\prime}$ are equilateral. Moreover, if $A P=P^{\prime} C^{\prime}$ and $B P=P^{\prime} B=P^{\prime} P$, then $A P+B P+C P=P^{\prime} C^{\prime}+P^{\prime} P+C P$. The path $C P+P P^{\prime}+P^{\prime} C$ is minimum when $C, P, P^{\prime}$ and $C^{\prime}$ are collinear, which in turn requires that $\angle C^{\prime} P^{\prime} B=120^{\circ}$ and $\angle B P C=120^{\circ}$; but since $\angle C^{\prime} P^{\prime} B=\angle A P B$,
the point $P$ should satisfy $\angle A P B=\angle B P C=120^{\circ}$ (and then also $\angle C P A=120^{\circ}$ ).
An advantage of this solution is that it provides another description of the Fermat point and another way of finding it. If we review the proof, we can see that the point $P$ is on the segment $C C^{\prime}$, where $C^{\prime}$ is the third vertex of the equilateral triangle with side $A B$. But if instead of the rotation with center in $B$, we rotate it with its center in $C$, we obtain another equilateral triangle $A B^{\prime} C$ and we can conclude that $P$ is on $B B^{\prime}$. Hence we can find $P$ as the intersection of $B B^{\prime}$ and $C C^{\prime}$.

Steiner's solution. When we solve maximum and minimum problems we are principally faced with three questions, (i) is there a solution?, (ii) is there a unique solution? (iii) what properties characterize the solution(s)? Torricelli's solution demonstrates that among all the points in the triangle, this particular point $P$, from which the three sides of the triangle are observed as having an angle of $120^{\circ}$, provides the minimum value of $P A+P B+P C$. In this sense, this point answers the three questions we proposed and does so in an elegant way. However, the solution does not give us any clue as to why Torricelli chose this point, or what made him choose that point; probably this will never be known. But in the following we can consider a sequence of ideas that bring us to discover that the Fermat point is the optimal point. These ideas belong to the Swiss geometer Jacob Steiner. Let us first provide the following two lemmas.

Lemma 2.8.4 (Heron's problem). Given two points $A$ and $B$ on the same side of a line d, find the shortest path that begins at $A$, touches the line $d$ and finishes at $B$.


The shortest path between $A$ and $B$, touching the line $d$, can be found reflecting $B$ on $d$ to get a point $B^{\prime}$; the segment $A B^{\prime}$ intersects $d$ at a point $P^{*}$ that makes $A P^{*}+P^{*} B$ represent the minimum between the numbers $A P+P B$, with $P$ on $d$.

To convince ourselves it is sufficient to observe that

$$
A P^{*}+P^{*} B=A P^{*}+P^{*} B^{\prime}=A B^{\prime} \leq A P+P B^{\prime}=A P+P B
$$

This point satisfies the following reflection principle: The incident angle is equal to the reflection angle. It is evident that the point which has this property is the minimum.


Lemma 2.8.5 (Heron's problem using a circle). Given two points $A$ and $B$ outside the circle $\mathcal{C}$, find the shortest path that starts at $A$, touches the circle and finishes at $B$.


We will only give a sketch of the solution.
Let $D$ be a point on $\mathcal{C}$, then we have that the set $\{P: P A+P B=D A+D B\}$ is an ellipse $E_{D}$ with foci points $A$ and $B$, and that the point $D$ belongs to $E_{D}$. In general $\mathcal{E}_{d}=\{P: P A+P B=d\}$, where $d$ is a positive number, is an ellipse with foci $A$ and $B$ (if $d>A B$ ). Moreover, these ellipses have the property that $\mathcal{E}_{d}$ is a subset of the interior of $\mathcal{E}_{d^{\prime}}$ if and only if $d<d^{\prime}$.

We would like to find a point $Q$ on $\mathcal{C}$ such that the sum $Q A+Q B$ is minimum. The optimal point $Q$ will belong to an ellipse, precisely to $\mathcal{E}_{Q}$. Such an ellipse $\mathcal{E}_{Q}$ does not intersect $\mathcal{C}$ in other point; in fact, if $C^{\prime}$ is another common point of $\mathcal{E}_{Q}$ and $\mathcal{C}$, then every point $C^{\prime \prime}$ of the circumference arc between $Q$ and $C^{\prime}$ of $\mathcal{C}$ would be in the interior of $\mathcal{E}_{Q}$, therefore $C^{\prime \prime} A+C^{\prime \prime} B<Q A+Q B$ and so $Q$ is not the optimal point, that is, a contradiction.

Thus, the point $Q$ that minimize $A Q+Q B$ should satisfy that the ellipse $\mathcal{E}_{Q}$ is tangent to $\mathcal{C}$. The common tangent line to $\mathcal{E}_{Q}$ and $\mathcal{C}$ happens to be perpendicular to the radius $C Q$, where $C$ is the center of $\mathcal{C}$ and, because of the reflection property of the ellipse (the incidence angle is equal to the reflection angle), it follows that
the line $C Q$ is the internal bisector of the angle $\angle A Q B$, that is, $\angle B Q C=\angle C Q A$.


Now let us go back to Steiner's solution of the Fermat-Steiner problem. A point $P$ that makes the sum $P A+P B+P C$ a minimum can be one of the vertices $A, B, C$ or a point of the triangle different from the vertices. In the first case, if $P$ is one of the vertices, then one term of the sum $P A+P B+P C$ is zero and the other two are the lengths of the sides of the triangle $A B C$ that have in common the chosen vertex. Hence, the sum will be minimum when the chosen vertex is opposite to the longest side of the triangle.

In order to analize the second case, Steiner follows the next idea (very useful in optimization problems and one which can be taken to belong to the strategy of "divide and conquer"), which is to keep fixed some of the variables and optimize the rest. This procedure would provide conditions in the variables not fixed. Such restrictions will act as restrains in the solution space until we reach the optimal solution. Specifically, we proceed as follows. Suppose that $P A$ is fixed; that is, $P$ belongs to the circle of center $A$ and radius $P A$, where we need to find the point $P$ that makes the sum $P B+P C$ minimum. Note that $B$ should be located outside of such circle, otherwise $P A \geq A B$ and, using the triangle inequality, $P B+P C>$ $B C$. From this, it follows that $P A+P B=P C>A B+B C$, which means $B$ would be a more suitable point (instead of $P$ ). Similarly, $C$ should be outside of such circle. Now, since $B$ and $C$ are points outside the circle $\mathcal{C}=(A, P A)$, the optimal point for the problem of minimizing $P B+P C$ with the condition that $P$ is on the circle $\mathcal{C}$ is, by Lemma 2.8.5, a point $Q$ on the circle $\mathcal{C}$, such that this circle is tangent to the ellipse with foci $B$ and $C$ in $Q$, and the point $Q$ is such that the angles $\angle A Q B$ and $\angle C Q A$ are equal. Since the role of $A, B, C$ can be exchanged, if now we fix $B$ (and $P B$ ), then the optimal point $Q$ will satisfy the condition $\angle A Q B=\angle B Q C$ and therefore $\angle A Q B=\angle B Q C=\angle C Q A=120^{\circ}$. This means $Q$ should be the Fermat point. All the above work in the second case is to assure that $Q$ is inside of $A B C$, if the angles of the triangle are not greater than $120^{\circ}$.

The Fagnano problem. The problem is to find an inscribed triangle of minimum perimeter inside an acute triangle. We present two classical solutions, where the reflection on lines play a central role. One is due to H. Schwarz and the other to L. Fejer.

Schwarz's solution. The German mathematician Hermann Schwarz provided the following solution to this problem for which he took as starting point two observations that we present as lemmas. These lemmas will demonstrate that the inscribed triangle with the minimum perimeter is the triangle formed using the feet of the altitudes of the triangle. Such a triangle is known as the ortic triangle.

Lemma 2.8.6. Let $A B C$ be a triangle, and let $D, E$ and $F$ be the feet of the altitudes on $B C, C A$ and $A B$ as they fall from the vertices $A, B$ and $C$, respectively. Then the triangles $A B C, A E F, D B F$ and $D E C$ are similar.

Proof. It is sufficient to see that the first two triangles are similar, since the other cases are proved in a similar way.


Since these two triangles have a common angle at $A$, it is sufficient to see that $\angle A E F=\angle A B C$. But, since we know that $\angle A E F+\angle F E C=180^{\circ}$ and $\angle A B C+$ $\angle F E C=180^{\circ}$ because the quadrilateral $B C E F$ is cyclic, then $\angle A E F=\angle A B C$.

Lemma 2.8.7. Using the notation of the previous lemma, we can deduce that the reflection of $D$ on $A B$ is collinear with $E$ and $F$, and the reflection of $D$ on $C A$ is collinear with $E$ and $F$.

Proof. It follows directly from the previous lemma.


Using these elements we can now continue with the solution proposed by H. Schwarz for the Fagnano problem.

We will now prove that the triangle with minimum perimeter is the ortic triangle. Denote this triangle as $D E F$ and consider another triangle $L M N$ inscribed in $A B C$.


Reflect the complete figure on the side $B C$, so that the resultant triangle is reflected on $C A$, then on $A B$, on $B C$ and finally on $C A$.

We have in total six congruent triangles and within each of them we have the ortic triangle and the inscribed triangle $L M N$. The side $A B$ of the last triangle is parallel to the side $A B$ of the first, since as a result of the first reflection, the side $A B$ is rotated in a negative direction through an angle of $2 B$, and then in a negative direction through an angle of $2 A$, the third reflection is invariant and the fourth is rotated through an angle of $2 B$ in a positive direction and in the fifth it is also rotated in a positive direction through an angle of $2 A$. Thus the total angle of rotation of $A B$ is zero.

The segment $F F^{\prime}$ is twice the perimeter of the ortic triangle, since $F F^{\prime}$ is composed of six pieces where each side of the ortic triangle is taken twice. Also, the broken line $N N^{\prime}$ is twice the perimeter of $L M N$. Moreover, $N N^{\prime}$ is parallel to the line $F F^{\prime}$ and of the same length, then since the length of the broken line $N N^{\prime}$ is greater than the length of the segment $N N^{\prime}$, we can deduce that the perimeter of $D E F$ is less than the perimeter of $L M N$.

The Fejer's solution. The solution due to the Hungarian mathematician L. Fejer also uses reflections. Let $L M N$ be a triangle inscribed on $A B C$. Take both the reflection $L^{\prime}$ of the point $L$ on the side $C A$, and $L^{\prime \prime}$ the reflection of $L$ on the side $A B$, and draw the segments $M L^{\prime}$ and $N L^{\prime \prime}$. It is clear that $L M=M L^{\prime}$ and $L^{\prime \prime} N=N L$. Hence the perimeter of $L M N$ satisfies

$$
L M+M N+N L=L^{\prime \prime} N+N M+M L^{\prime} \geq L^{\prime} L^{\prime \prime}
$$



Thus, we can conclude that if we fix the point $L$, the points $M$ and $N$ that make the minimum perimeter $L M N$ are the intersections of $L^{\prime} L^{\prime \prime}$ with $C A$ and $A B$, respectively. Now, let us see which is the best option for the point $L$. We already know that the perimeter of $L M N$ is $L^{\prime} L^{\prime \prime}$, thus $L$ should make this quantity a minimum.


It is evident that $A L=A L^{\prime}=A L^{\prime \prime}$ and that $A C$ and $A B$ are internal angle bisectors of the angles $L A L^{\prime}$ and $L^{\prime \prime} A L$, respectively. Thus $\angle L^{\prime \prime} A L^{\prime}=2 \angle B A C=$ $2 \alpha$ which is a fixed angle. The cosine law applied to the triangle $A L^{\prime \prime} L^{\prime}$ guarantees that

$$
\begin{aligned}
\left(L^{\prime} L^{\prime \prime}\right)^{2} & =\left(A L^{\prime}\right)^{2}+\left(A L^{\prime \prime}\right)^{2}-2 A L^{\prime} \cdot A L^{\prime \prime} \cos 2 \alpha \\
& =2 A L^{2}(1-\cos 2 \alpha)
\end{aligned}
$$

Then, $L^{\prime} L^{\prime \prime}$ is minimum when $A L$ is minimum, which will be the case when $A L$ is the altitude. ${ }^{15}$ A similar analysis using the points $B$ and $C$ will demonstrate that

[^10]$B M$ and $C N$ should also be altitudes. Thus, the triangle $L M N$ with minimum perimeter is the ortic triangle.

Exercise 2.73. Let $A B C D$ be a convex cyclic quadrilateral. If $O$ is the intersection of the diagonals $A C$ and $B D$, and $P, Q, R, S$ are the feet of the perpendiculars of $O$ on the sides $A B, B C, C D, D A$, respectively, prove that $P Q R S$ is the quadrilateral of minimum perimeter inscribed in $A B C D$.

Exercise 2.74. Let $P$ be a point inside the triangle $A B C$. Let $D, E$ and $F$ be the points of intersection of $A P, B P$ and $C P$ with the sides $B C, C A$ and $A B$, respectively. Determine $P$ such that the area of the triangle $D E F$ is maximum.

Exercise 2.75. (IMO, 1981) Let $P$ be a point inside the triangle $A B C$. Let $D, E$, $F$ be the feet of the perpendiculars from $P$ to the lines $B C, C A, A B$, respectively. Find the point $P$ that minimizes $\frac{B C}{P D}+\frac{C A}{P E}+\frac{A B}{P F}$.

Exercise 2.76. Let $P, D, E$ and $F$ be as in Exercise 2.75. For which point $P$ is the sum of $B D^{2}+C E^{2}+A F^{2}$ minimum?

Exercise 2.77. Let $P, D, E$ and $F$ be as in Exercise 2.75. For which point $P$ is the product of $P D \cdot P E \cdot P F$ maximum?

Exercise 2.78. Let $P$ be a point inside the triangle $A B C$. For which point $P$ is the sum of $P A^{2}+P B^{2}+P C^{2}$ minimum?

Exercise 2.79. For every point $P$ on the circumcircle of a triangle $A B C$, we draw the perpendiculars $P M$ and $P N$ to the sides $A B$ and $C A$, respectively. Determine for which point $P$ the length $M N$ is maximum and find that length.

Exercise 2.80. (Turkey, 2000) Let $A B C$ be an acute triangle with circumradius $R$; let $h_{a}, h_{b}$ and $h_{c}$ be the lengths of the altitudes $A D, B E$ and $C F$, respectively. Let $t_{a}, t_{b}$ and $t_{c}$ be the lengths of the tangents from $A, B$ and $C$, respectively, to the circumcircle $D E F$. Prove that

$$
\frac{t_{a}^{2}}{h_{a}}+\frac{t_{b}^{2}}{h_{b}}+\frac{t_{c}^{2}}{h_{c}} \leq \frac{3}{2} R
$$

Exercise 2.81. Let $h_{a}, h_{b}, h_{c}$ be the lengths of the altitudes of a triangle $A B C$, and let $p_{a}, p_{b}, p_{c}$ be the distances from a point $P$ to the sides $B C, C A, A B$, respectively, where $P$ is a point inside the triangle $A B C$. Prove that
(i) $\frac{h_{a}}{p_{a}}+\frac{h_{b}}{p_{b}}+\frac{h_{c}}{p_{c}} \geq 9$,
(ii) $h_{a} h_{b} h_{c} \geq 27 p_{a} p_{b} p_{c}$,
(iii) $\left(h_{a}-p_{a}\right)\left(h_{b}-p_{b}\right)\left(h_{c}-p_{c}\right) \geq 8 p_{a} p_{b} p_{c}$.

Exercise 2.82. If $h$ is the length of the largest altitude of an acute triangle, then $r+R \leq h$.

Exercise 2.83. Of all triangles with a common base and the same perimeter, the isosceles triangle has the largest area.

Exercise 2.84. Of all triangles with a given perimeter, the one with largest area is the equilateral triangle.

Exercise 2.85. Of all inscribed triangles on a given circle, the one with largest perimeter is the equilateral triangle.

Exercise 2.86. If $P$ is a point inside the triangle $A B C, l=P A, m=P B$ and $n=P C$, prove that

$$
(l m+m n+n l)(l+m+n) \geq a^{2} l+b^{2} m+c^{2} n
$$

Exercise 2.87. (IMO, 1961) Let $a, b$ and $c$ be the lengths of the sides of a triangle and let $(A B C)$ be the area of that triangle, prove that

$$
4 \sqrt{3}(A B C) \leq a^{2}+b^{2}+c^{2}
$$

Exercise 2.88. Let $(A B C)$ be the area of a triangle $A B C$ and let $F$ be the Fermat point of the triangle. Prove that

$$
4 \sqrt{3}(A B C) \leq(A F+B F+C F)^{2}
$$

Exercise 2.89. Let $P$ be a point inside the triangle $A B C$, prove that

$$
P A+P B+P C \geq 6 r
$$

Exercise 2.90. (The area of the pedal triangle). For a triangle $A B C$ and a point $P$ on the plane, we define the "pedal triangle" of $P$ with respect to $A B C$ as the triangle $A_{1} B_{1} C_{1}$ where $A_{1}, B_{1}, C_{1}$ are the feet of the perpendiculars from $P$ to $B C, C A, A B$, respectively. Prove that

$$
\left(A_{1} B_{1} C_{1}\right)=\frac{\left(R^{2}-O P^{2}\right)(A B C)}{4 R^{2}}
$$

where $O$ is the circumcenter. We can thus conclude that the pedal triangle of maximum area is the medial triangle.

## Chapter 3

## Recent Inequality Problems

Problem 3.1. (Bulgaria, 1995) Let $S_{A}, S_{B}$ and $S_{C}$ denote the areas of the regular heptagons $A_{1} A_{2} A_{3} A_{4} A_{5} A_{6} A_{7}, B_{1} B_{2} B_{3} B_{4} B_{5} B_{6} B_{7}$ and $C_{1} C_{2} C_{3} C_{4} C_{5} C_{6} C_{7}$, respectively. Suppose that $A_{1} A_{2}=B_{1} B_{3}=C_{1} C_{4}$, prove that

$$
\frac{1}{2}<\frac{S_{B}+S_{C}}{S_{A}}<2-\sqrt{2}
$$

Problem 3.2. (Czech and Slovak Republics, 1995) Let $A B C D$ be a tetrahedron such that

$$
\angle B A C+\angle C A D+\angle D A B=\angle A B C+\angle C B D+\angle D B A=180^{\circ} .
$$

Prove that $C D \geq A B$.
Problem 3.3. (Estonia, 1995) Let $a, b, c$ be the lengths of the sides of a triangle and let $\alpha, \beta, \gamma$ be the angles opposite to the sides. Prove that if the inradius of the triangle is $r$, then

$$
a \sin \alpha+b \sin \beta+c \sin \gamma \geq 9 r
$$

Problem 3.4. (France, 1995) Three circles with the same radius pass through a common point. Let $S$ be the set of points which are interior to at least two of the circles. How should the three circles be placed so that the area of $S$ is minimized?

Problem 3.5. (Germany, 1995) Let $A B C$ be a triangle and let $D$ and $E$ be points on $B C$ and $C A$, respectively, such that $D E$ passes through the incenter of $A B C$. If $S=\operatorname{area}(C D E)$ and $r$ is the inradius of $A B C$, prove that $S \geq 2 r^{2}$.

Problem 3.6. (Ireland, 1995) Let $A, X, D$ be points on a line with $X$ between $A$ and $D$. Let $B$ be a point such that $\angle A B X=120^{\circ}$ and let $C$ be a point between $B$ and $X$. Prove that $2 A D \geq \sqrt{3}(A B+B C+C D)$.

Problem 3.7. (Korea, 1995) A finite number of points on the plane have the property that any three of them form a triangle with area at most 1 . Prove that all these points lie within the interior or on the sides of a triangle with area less than or equal to 4 .

Problem 3.8. (Poland, 1995) For a fixed positive integer $n$, find the minimum value of the sum

$$
x_{1}+\frac{x_{2}^{2}}{2}+\frac{x_{3}^{3}}{3}+\cdots+\frac{x_{n}^{n}}{n}
$$

given that $x_{1}, x_{2}, \ldots, x_{n}$ are positive numbers satisfying that the sum of their reciprocals is $n$.

Problem 3.9. (IMO, 1995) Let $A B C D E F$ be a convex hexagon with $A B=B C=$ $C D$ and $D E=E F=F A$ such that $\angle B C D=\angle E F A=\frac{\pi}{3}$. Let $G$ and $H$ be points in the interior of the hexagon such that $\angle A G B=\angle D H E=\frac{2 \pi}{3}$. Prove that

$$
A G+G B+G H+D H+H E \geq C F
$$

Problem 3.10. (Balkan, 1996) Let $O$ be the circumcenter and $G$ the centroid of the triangle $A B C$. Let $R$ and $r$ be the circumradius and the inradius of the triangle. Prove that $O G \leq \sqrt{R(R-2 r)}$.

Problem 3.11. (China, 1996) Suppose that $x_{0}=0, x_{i}>0$ for $i=1,2, \ldots, n$, and $\sum_{i=1}^{n} x_{i}=1$. Prove that

$$
1 \leq \sum_{i=1}^{n} \frac{x_{i}}{\sqrt{1+x_{0}+\cdots+x_{i-1}} \sqrt{x_{i}+\cdots+x_{n}}}<\frac{\pi}{2} .
$$

Problem 3.12. (Poland, 1996) Let $n \geq 2$ and $a_{1}, a_{2}, \ldots, a_{n} \in \mathbb{R}^{+}$with $\sum_{i=1}^{n} a_{i}=1$. Prove that for $x_{1}, x_{2}, \ldots, x_{n} \in \mathbb{R}^{+}$, with $\sum_{i=1}^{n} x_{i}=1$, we have

$$
2 \sum_{i<j} x_{i} x_{j} \leq \frac{n-2}{n-1}+\sum_{i=1}^{n} \frac{a_{i} x_{i}^{2}}{1-a_{i}}
$$

Problem 3.13. (Romania, 1996) Let $x_{1}, x_{2}, \ldots, x_{n}, x_{n+1}$ be positive real numbers with $x_{1}+x_{2}+\cdots+x_{n}=x_{n+1}$. Prove that

$$
\sum_{i=1}^{n} \sqrt{x_{i}\left(x_{n+1}-x_{i}\right)} \leq \sqrt{\sum_{i=1}^{n} x_{n+1}\left(x_{n+1}-x_{i}\right)}
$$

Problem 3.14. (St. Petersburg, 1996) Let $M$ be the intersection of the diagonals of a cyclic quadrilateral, let $N$ be the intersection of the segments that join the opposite midpoints and let $O$ be the circumcenter. Prove that $O M \geq O N$.

Problem 3.15. (Austria-Poland, 1996) If $w, x, y$ and $z$ are real numbers satisfying $w+x+y+z=0$ and $w^{2}+x^{2}+y^{2}+z^{2}=1$, prove that

$$
-1 \leq w x+x y+y z+z w \leq 0
$$

Problem 3.16. (Taiwan, 1997) Let $a_{1}, \ldots, a_{n}$ be positive numbers such that $\frac{a_{i-1}+a_{i+1}}{a_{i}}$ is an integer for all $i=1, \ldots, n, a_{0}=a_{n}, a_{n+1}=a_{1}$ and $n \geq 3$. Prove that

$$
2 n \leq \frac{a_{n}+a_{2}}{a_{1}}+\frac{a_{1}+a_{3}}{a_{2}}+\frac{a_{2}+a_{4}}{a_{3}}+\cdots+\frac{a_{n-1}+a_{1}}{a_{n}} \leq 3 n
$$

Problem 3.17. (Taiwan, 1997) Let $A B C$ be an acute triangle with circumcenter $O$ and circumradius $R$. Prove that if $A O$ intersects the circumcircle of $O B C$ at $D$, $B O$ intersects the circumcircle of $O C A$ at $E$ and $C O$ intersects the circumcircle of $O A B$ at $F$, then $O D \cdot O E \cdot O F \geq 8 R^{3}$.
Problem 3.18. (APMO, 1997) Let $A B C$ be a triangle. The internal bisector of the angle in $A$ meets the segment $B C$ at $X$ and the circumcircle at $Y$. Let $l_{a}=\frac{A X}{A Y}$. Define $l_{b}$ and $l_{c}$ in the same way. Prove that

$$
\frac{l_{a}}{\sin ^{2} A}+\frac{l_{b}}{\sin ^{2} B}+\frac{l_{c}}{\sin ^{2} C} \geq 3
$$

with equality if and only if the triangle is equilateral.
Problem 3.19. (IMO, 1997) Let $x_{1}, \ldots, x_{n}$ be real numbers satisfying $\left|x_{1}+\cdots+x_{n}\right|=1$ and $\left|x_{i}\right| \leq \frac{n+1}{2}$ for all $i=1, \ldots, n$. Prove that there exists a permutation $y_{1}, \ldots, y_{n}$ of $x_{1}, \ldots, x_{n}$ such that

$$
\left|y_{1}+2 y_{2}+\cdots+n y_{n}\right| \leq \frac{n+1}{2}
$$

Problem 3.20. (Czech and Slovak Republics, 1998) Let $a, b, c$ be positive real numbers. A triangle exists with sides of lengths $a, b$ and $c$ if and only if there exist numbers $x, y$ and $z$ such that

$$
\frac{y}{z}+\frac{z}{y}=\frac{a}{x}, \quad \frac{z}{x}+\frac{x}{z}=\frac{b}{y}, \quad \frac{x}{y}+\frac{y}{x}=\frac{c}{z} .
$$

Problem 3.21. (Hungary, 1998) Let $A B C D E F$ be a centrally symmetric hexagon and let $P, Q, R$ be points on the sides $A B, C D, E F$, respectively. Prove that the area of the triangle $P Q R$ is at most one-half of the area of the hexagon.
Problem 3.22. (Iran, 1998) Let $x_{1}, x_{2}, x_{3}$ and $x_{4}$ be positive real numbers such that $x_{1} x_{2} x_{3} x_{4}=1$. Prove that

$$
x_{1}^{3}+x_{2}^{3}+x_{3}^{3}+x_{4}^{3} \geq \max \left\{x_{1}+x_{2}+x_{3}+x_{4}, \frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}}+\frac{1}{x_{4}}\right\} .
$$

Problem 3.23. (Iran, 1998) Let $x, y, z$ be numbers greater than 1 and such that $\frac{1}{x}+\frac{1}{y}+\frac{1}{z}=2$. Prove that

$$
\sqrt{x+y+z} \geq \sqrt{x-1}+\sqrt{y-1}+\sqrt{z-1}
$$

Problem 3.24. (Mediterranean, 1998) Let $A B C D$ be a square inscribed in a circle. If $M$ is a point on the $\operatorname{arc} A B$, prove that

$$
M C \cdot M D \geq 3 \sqrt{3} M A \cdot M B
$$

Problem 3.25. (Nordic, 1998) Let $P$ be a point inside an equilateral triangle $A B C$ of length side $a$. If the lines $A P, B P$ and $C P$ intersect the sides $B C, C A$ and $A B$ of the triangle at $L, M$ and $N$, respectively, prove that

$$
P L+P M+P N<a
$$

Problem 3.26. (Spain, 1998) A line that contains the centroid $G$ of the triangle $A B C$ intersects the side $A B$ at $P$ and the side $C A$ at $Q$. Prove that

$$
\frac{P B}{P A} \cdot \frac{Q C}{Q A} \leq \frac{1}{4}
$$

Problem 3.27. (Armenia, 1999) Let $O$ be the center of the circumcircle of the acute triangle $A B C$. The lines $C O, A O$ and $B O$ intersect the circumcircles of the triangles $A O B, B O C$ and $A O C$, for the second time, at $C_{1}, A_{1}$ and $B_{1}$, respectively. Prove that

$$
\frac{A A_{1}}{O A_{1}}+\frac{B B_{1}}{O B_{1}}+\frac{C C_{1}}{O C_{1}} \geq \frac{9}{2}
$$

Problem 3.28. (Balkan, 1999) Let $A B C$ be an acute triangle and let $L, M, N$ be the feet of the perpendiculars from the centroid $G$ of $A B C$ to the sides $B C, C A$, $A B$, respectively. Prove that

$$
\frac{4}{27}<\frac{(L M N)}{(A B C)} \leq \frac{1}{4}
$$

Problem 3.29. (Belarus, 1999) Let $a, b, c$ be positive real numbers such that $a^{2}+b^{2}+c^{2}=3$. Prove that

$$
\frac{1}{1+a b}+\frac{1}{1+b c}+\frac{1}{1+c a} \geq \frac{3}{2}
$$

Problem 3.30. (Czech and Slovak Republics, 1999) For arbitrary positive numbers $a, b$ and $c$, prove that

$$
\frac{a}{b+2 c}+\frac{b}{c+2 a}+\frac{c}{a+2 b} \geq 1
$$

Problem 3.31. (Ireland, 1999) Let $a, b, c, d$ be positive real numbers with $a+b+$ $c+d=1$. Prove that

$$
\frac{a^{2}}{a+b}+\frac{b^{2}}{b+c}+\frac{c^{2}}{c+d}+\frac{d^{2}}{d+a} \geq \frac{1}{2}
$$

Problem 3.32. (Italy, 1999) Let $D$ and $E$ be given points on the sides $A B$ and $C A$ of the triangle $A B C$ such that $D E$ is parallel to $B C$ and $D E$ is tangent to the incircle of $A B C$. Prove that

$$
D E \leq \frac{A B+B C+C A}{8}
$$

Problem 3.33. (Poland, 1999) Let $D$ be a point on the side $B C$ of the triangle $A B C$ such that $A D>B C$. The point $E$ on $C A$ is defined by the equation $\frac{A E}{E C}=\frac{B D}{A D-B C}$. Prove that $A D>B E$.

Problem 3.34. (Romania, 1999) Let $a, b, c$ be positive real numbers such that $a b+b c+c a \leq 3 a b c$. Prove that $a+b+c \leq a^{3}+b^{3}+c^{3}$.

Problem 3.35. (Romania, 1999) Let $x_{1}, x_{2}, \ldots, x_{n}$ be positive real numbers such that $x_{1} x_{2} \cdots x_{n}=1$. Prove that

$$
\frac{1}{n-1+x_{1}}+\frac{1}{n-1+x_{2}}+\cdots+\frac{1}{n-1+x_{n}} \leq 1
$$

Problem 3.36. (Romania, 1999) Let $n \geq 2$ be a positive integer and $x_{1}, y_{1}, x_{2}, y_{2}$, $\ldots, x_{n}, y_{n}$ be positive real numbers such that $x_{1}+x_{2}+\cdots+x_{n} \geq x_{1} y_{1}+x_{2} y_{2}+$ $\cdots+x_{n} y_{n}$. Prove that

$$
x_{1}+x_{2}+\cdots+x_{n} \leq \frac{x_{1}}{y_{1}}+\frac{x_{2}}{y_{2}}+\cdots+\frac{x_{n}}{y_{n}} .
$$

Problem 3.37. (Russia, 1999) Let $a, b$ and $c$ be positive real numbers with $a b c=1$. Prove that if $a+b+c \leq \frac{1}{a}+\frac{1}{b}+\frac{1}{c}$, then $a^{n}+b^{n}+c^{n} \leq \frac{1}{a^{n}}+\frac{1}{b^{n}}+\frac{1}{c^{n}}$ for every positive integer $n$.

Problem 3.38. (Russia, 1999) Let $\{x\}=x-[x]$ denote the fractional part of $x$. Prove that for every natural number $n$,

$$
\sum_{j=1}^{n^{2}}\{\sqrt{j}\} \leq \frac{n^{2}-1}{2}
$$

Problem 3.39. (Russia, 1999) The positive real numbers $x$ and $y$ satisfy $x^{2}+y^{3} \geq$ $x^{3}+y^{4}$. Prove that

$$
x^{3}+y^{3} \leq 2
$$

Problem 3.40. (St. Petersburg, 1999) Let $x_{0}>x_{1}>\cdots>x_{n}$ be real numbers. Prove that

$$
x_{0}+\frac{1}{x_{0}-x_{1}}+\frac{1}{x_{1}-x_{2}}+\cdots+\frac{1}{x_{n-1}-x_{n}} \geq x_{n}+2 n
$$

Problem 3.41. (Turkey, 1999) Prove that $(a+3 b)(b+4 c)(c+2 a) \geq 60 a b c$ for all real numbers $0 \leq a \leq b \leq c$.
Problem 3.42. (United Kingdom, 1999) Three non-negative real numbers $a, b$ and $c$ satisfy $a+b+c=1$. Prove that

$$
7(a b+b c+c a) \leq 2+9 a b c
$$

Problem 3.43. (USA, 1999) Let $A B C D$ be a convex cyclic quadrilateral. Prove that

$$
|A B-C D|+|A D-B C| \geq 2|A C-B D|
$$

Problem 3.44. (APMO, 1999) Let $\left\{a_{n}\right\}$ be a sequence of real numbers satisfying $a_{i+j} \leq a_{i}+a_{j}$ for all $i, j=1,2, \ldots$. Prove that

$$
a_{1}+\frac{a_{2}}{2}+\cdots+\frac{a_{n}}{n} \geq a_{n} \quad \text { for all } n \in \mathbb{N}
$$

Problem 3.45. (IMO, 1999) Let $n \geq 2$ be a fixed integer.
(a) Determine the smallest constant $C$ such that

$$
\sum_{1 \leq i<j \leq n} x_{i} x_{j}\left(x_{i}^{2}+x_{j}^{2}\right) \leq C\left(\sum_{1 \leq i \leq n} x_{i}\right)^{4}
$$

for all nonnegative real numbers $x_{1}, \ldots, x_{n}$.
(b) For this constant $C$ determine when the equality occurs.

Problem 3.46. (Czech and Slovak Republics, 2000) Prove that for all positive real numbers $a$ and $b$,

$$
\sqrt[3]{\frac{a}{b}}+\sqrt[3]{\frac{b}{a}} \leq \sqrt[3]{2(a+b)\left(\frac{1}{a}+\frac{1}{b}\right)}
$$

Problem 3.47. (Korea, 2000) The real numbers $a, b, c, x, y, z$ satisfy $a \geq b \geq c>0$ and $x \geq y \geq z>0$. Prove that

$$
\frac{a^{2} x^{2}}{(b y+c z)(b z+c y)}+\frac{b^{2} y^{2}}{(c z+a x)(c x+a z)}+\frac{c^{2} z^{2}}{(a x+b y)(a y+b x)} \geq \frac{3}{4} .
$$

Problem 3.48. (Mediterranean, 2000) Let $P, Q, R, S$ be the midpoints of the sides $B C, C D, D A, A B$, respectively, of the convex quadrilateral $A B C D$. Prove that

$$
4\left(A P^{2}+B Q^{2}+C R^{2}+D S^{2}\right) \leq 5\left(A B^{2}+B C^{2}+C D^{2}+D A^{2}\right)
$$

Problem 3.49. (Austria-Poland, 2000) Let $x, y, z$ be non-negative real numbers such that $x+y+z=1$. Prove that

$$
2 \leq\left(1-x^{2}\right)^{2}+\left(1-y^{2}\right)^{2}+\left(1-z^{2}\right)^{2} \leq(1+x)(1+y)(1+z)
$$

Problem 3.50. (IMO, 2000) Let $a, b, c$ be positive real numbers with $a b c=1$. Prove that

$$
\left(a-1+\frac{1}{b}\right)\left(b-1+\frac{1}{c}\right)\left(c-1+\frac{1}{a}\right) \leq 1 .
$$

Problem 3.51. (Balkan, 2001) Let $a, b, c$ be positive real numbers such that $a b c \leq$ $a+b+c$. Prove that

$$
a^{2}+b^{2}+c^{2} \geq \sqrt{3} a b c
$$

Problem 3.52. (Brazil, 2001) Prove that $(a+b)(a+c) \geq 2 \sqrt{a b c(a+b+c)}$, for all positive real numbers $a, b, c$.

Problem 3.53. (Poland, 2001) Prove that the inequality

$$
\sum_{i=1}^{n} i x_{i} \leq\binom{ n}{2}+\sum_{i=1}^{n} x_{i}^{i}
$$

holds for every integer $n \geq 2$ and for all non-negative real numbers $x_{1}, x_{2}, \ldots, x_{n}$.
Problem 3.54. (Austria-Poland, 2001) Prove that

$$
2<\frac{a+b}{c}+\frac{b+c}{a}+\frac{c+a}{b}-\frac{a^{3}+b^{3}+c^{3}}{a b c} \leq 3
$$

where $a, b, c$ are the lengths of the sides of a triangle.
Problem 3.55. (IMO, 2001) Prove that for $a, b$ and $c$ positive real numbers we have

$$
\frac{a}{\sqrt{a^{2}+8 b c}}+\frac{b}{\sqrt{b^{2}+8 c a}}+\frac{c}{\sqrt{c^{2}+8 a b}} \geq 1
$$

Problem 3.56. (Short list IMO, 2001) Let $x_{1}, x_{2}, \ldots, x_{n}$ be real numbers, prove that

$$
\frac{x_{1}}{1+x_{1}^{2}}+\frac{x_{2}}{1+x_{1}^{2}+x_{2}^{2}}+\cdots+\frac{x_{n}}{1+x_{1}^{2}+\cdots+x_{n}^{2}}<\sqrt{n} .
$$

Problem 3.57. (Austria, 2002) Let $a, b, c$ be real numbers such that there exist $\alpha, \beta, \gamma \in\{-1,1\}$ with $\alpha a+\beta b+\gamma c=0$. Determine the smallest positive value of $\left(\frac{a^{3}+b^{3}+c^{3}}{a b c}\right)^{2}$.
Problem 3.58. (Balkan, 2002) Prove that

$$
\frac{2}{b(a+b)}+\frac{2}{c(b+c)}+\frac{2}{a(c+a)} \geq \frac{27}{(a+b+c)^{2}}
$$

for positive real numbers $a, b, c$.

Problem 3.59. (Canada, 2002) Prove that for all positive real numbers $a, b, c$,

$$
\frac{a^{3}}{b c}+\frac{b^{3}}{c a}+\frac{c^{3}}{a b} \geq a+b+c
$$

and determine when equality occurs.
Problem 3.60. (Ireland, 2002) Prove that

$$
\frac{x}{1-x}+\frac{y}{1-y}+\frac{z}{1-z} \geq \frac{3 \sqrt[3]{x y z}}{1-\sqrt[3]{x y z}}
$$

for positive real numbers $x, y, z$ less than 1 .
Problem 3.61. (Rioplatense, 2002) Let $a, b, c$ be positive real numbers. Prove that

$$
\left(\frac{a}{b+c}+\frac{1}{2}\right)\left(\frac{b}{c+a}+\frac{1}{2}\right)\left(\frac{c}{a+b}+\frac{1}{2}\right) \geq 1
$$

Problem 3.62. (Rioplatense, 2002) Let $a, b, c$ be positive real numbers. Prove that

$$
\frac{a+b}{c^{2}}+\frac{b+c}{a^{2}}+\frac{c+a}{b^{2}} \geq \frac{9}{a+b+c}+\frac{1}{a}+\frac{1}{b}+\frac{1}{c}
$$

Problem 3.63. (Russia, 2002) Prove that $\sqrt{x}+\sqrt{y}+\sqrt{z} \geq x y+y z+z x$ for $x, y$, $z$ positive real numbers such that $x+y+z=3$.
Problem 3.64. (APMO, 2002) Let $a, b, c$ be positive real numbers satisfying $\frac{1}{a}+$ $\frac{1}{b}+\frac{1}{c}=1$. Prove that

$$
\sqrt{a+b c}+\sqrt{b+c a}+\sqrt{c+a b} \geq \sqrt{a b c}+\sqrt{a}+\sqrt{b}+\sqrt{c}
$$

Problem 3.65. (Ireland, 2003) The lengths $a, b, c$ of the sides of a triangle are such that $a+b+c=2$. Prove that

$$
1 \leq a b+b c+c a-a b c \leq 1+\frac{1}{27}
$$

Problem 3.66. (Romania, 2003) Prove that in any triangle $A B C$ the following inequality holds:

$$
\frac{1}{m_{b} m_{c}}+\frac{1}{m_{c} m_{a}}+\frac{1}{m_{a} m_{b}} \leq \frac{\sqrt{3}}{S}
$$

where $S$ is the area of the triangle and $m_{a}, m_{b}, m_{c}$ are the lengths of the medians.
Problem 3.67. (Romania, 2003) Let $a, b, c, d$ be positive real numbers with $a b c d=$ 1. Prove that

$$
\frac{1+a b}{1+a}+\frac{1+b c}{1+b}+\frac{1+c d}{1+c}+\frac{1+d a}{1+d} \geq 4
$$

Problem 3.68. (Romania, 2003) In a triangle $A B C$, let $l_{a}, l_{b}, l_{c}$ be the lengths of the internal angle bisectors, and let $s$ be the semiperimeter. Prove that

$$
l_{a}+l_{b}+l_{c} \leq \sqrt{3} s
$$

Problem 3.69. (Russia, 2003) Let $a, b, c$ be positive real numbers with $a+b+c=1$. Prove that

$$
\frac{1}{1-a}+\frac{1}{1-b}+\frac{1}{1-c} \geq \frac{2}{1+a}+\frac{2}{1+b}+\frac{2}{1+c}
$$

Problem 3.70. (APMO, 2003) Prove that

$$
\left(a^{n}+b^{n}\right)^{\frac{1}{n}}+\left(b^{n}+c^{n}\right)^{\frac{1}{n}}+\left(c^{n}+a^{n}\right)^{\frac{1}{n}}<1+\frac{2^{\frac{1}{n}}}{2}
$$

where $n>1$ is an integer and $a, b, c$ are the side-lengths of a triangle with unit perimeter.
Problem 3.71. (IMO, 2003) Given $n>2$ and real numbers $x_{1} \leq x_{2} \leq \cdots \leq x_{n}$, prove that

$$
\left(\sum_{i, j}\left|x_{i}-x_{j}\right|\right)^{2} \leq \frac{2}{3}\left(n^{2}-1\right) \sum_{i, j}\left(x_{i}-x_{j}\right)^{2}
$$

where equality holds if and only if $x_{1}, x_{2}, \ldots, x_{n}$ form an arithmetic progression.
Problem 3.72. (Short list Iberoamerican, 2004) If the positive numbers $x_{1}, x_{2}, \ldots$, $x_{n}$ satisfy $x_{1}+x_{2}+\cdots+x_{n}=1$, prove that

$$
\frac{x_{1}}{x_{2}\left(x_{1}+x_{2}+x_{3}\right)}+\frac{x_{2}}{x_{3}\left(x_{2}+x_{3}+x_{4}\right)}+\cdots+\frac{x_{n}}{x_{1}\left(x_{n}+x_{1}+x_{2}\right)} \geq \frac{n^{2}}{3} .
$$

Problem 3.73. (Czech and Slovak Republics, 2004) Let $P(x)=a x^{2}+b x+c$ be a quadratic polynomial with non-negative real coefficients. Prove that for any positive number $x$,

$$
P(x) P\left(\frac{1}{x}\right) \geq(P(1))^{2} .
$$

Problem 3.74. (Croatia, 2004) Prove that the inequality

$$
\frac{a^{2}}{(a+b)(a+c)}+\frac{b^{2}}{(b+c)(b+a)}+\frac{c^{2}}{(c+a)(c+b)} \geq \frac{3}{4}
$$

holds for all positive real numbers $a, b, c$.
Problem 3.75. (Estonia, 2004) Let $a, b, c$ be positive real numbers such that $a^{2}+b^{2}+c^{2}=3$. Prove that

$$
\frac{1}{1+2 a b}+\frac{1}{1+2 b c}+\frac{1}{1+2 c a} \geq 1
$$

Problem 3.76. (Iran, 2004) Let $x, y, z$ be real numbers such that $x y z=-1$, prove that

$$
x^{4}+y^{4}+z^{4}+3(x+y+z) \geq \frac{x^{2}}{y}+\frac{x^{2}}{z}+\frac{y^{2}}{x}+\frac{y^{2}}{z}+\frac{z^{2}}{x}+\frac{z^{2}}{y} .
$$

Problem 3.77. (Korea, 2004) Let $R$ and $r$ be the circumradius and the inradius of the acute triangle $A B C$, respectively. Suppose that $\angle A$ is the largest angle of $A B C$. Let $M$ be the midpoint of $B C$ and let $X$ be the intersection of the tangents to the circumcircle of $A B C$ at $B$ and $C$. Prove that

$$
\frac{r}{R} \geq \frac{A M}{A X}
$$

Problem 3.78. (Moldova, 2004) Prove that for all real numbers $a, b, c \geq 0$, the following inequality holds:

$$
a^{3}+b^{3}+c^{3} \geq a^{2} \sqrt{b c}+b^{2} \sqrt{c a}+c^{2} \sqrt{a b}
$$

Problem 3.79. (Ukraine, 2004) Let $x, y, z$ be positive real numbers with $x+y+z=$ 1. Prove that

$$
\sqrt{x y+z}+\sqrt{y z+x}+\sqrt{z x+y} \geq 1+\sqrt{x y}+\sqrt{y z}+\sqrt{z x}
$$

Problem 3.80. (Ukraine, 2004) Let $a, b, c$ be positive real numbers such that $a b c \geq 1$. Prove that

$$
a^{3}+b^{3}+c^{3} \geq a b+b c+c a
$$

Problem 3.81. (Romania, 2004) Find all positive real numbers $a, b, c$ which satisfy the inequalities

$$
4(a b+b c+c a)-1 \geq a^{2}+b^{2}+c^{2} \geq 3\left(a^{3}+b^{3}+c^{3}\right)
$$

Problem 3.82. (Romania, 2004) The real numbers $a, b, c$ satisfy $a^{2}+b^{2}+c^{2}=3$. Prove the inequality

$$
|a|+|b|+|c|-a b c \leq 4
$$

Problem 3.83. (Romania, 2004) Consider the triangle $A B C$ and let $O$ be a point in the interior of $A B C$. The straight lines $O A, O B, O C$ meet the sides of the triangle at $A_{1}, B_{1}, C_{1}$, respectively. Let $R_{1}, R_{2}, R_{3}$ be the radii of the circumcircles of the triangles $O B C, O C A, O A B$, respectively, and let $R$ be the radius of the circumcircle of the triangle $A B C$. Prove that

$$
\frac{O A_{1}}{A A_{1}} R_{1}+\frac{O B_{1}}{B B_{1}} R_{2}+\frac{O C_{1}}{C C_{1}} R_{3} \geq R
$$

Problem 3.84. (Romania, 2004) Let $n \geq 2$ be an integer and let $a_{1}, a_{2}, \ldots, a_{n}$ be real numbers. Prove that for any non-empty subset $S \subset\{1,2, \ldots, n\}$, the following inequality holds:

$$
\left(\sum_{i \in S} a_{i}\right)^{2} \leq \sum_{1 \leq i \leq j \leq n}\left(a_{i}+\cdots+a_{j}\right)^{2}
$$

Problem 3.85. (APMO, 2004) For any positive real numbers $a, b, c$, prove that

$$
\left(a^{2}+2\right)\left(b^{2}+2\right)\left(c^{2}+2\right) \geq 9(a b+b c+c a)
$$

Problem 3.86. (Short list IMO, 2004) Let $a, b$ and $c$ be positive real numbers such that $a b+b c+c a=1$. Prove that

$$
3 \sqrt[3]{\frac{1}{a b c}+6(a+b+c)} \leq \frac{\sqrt[3]{3}}{a b c}
$$

Problem 3.87. (IMO, 2004) Let $n \geq 3$ be an integer. Let $t_{1}, t_{2}, \ldots, t_{n}$ be positive real numbers such that

$$
n^{2}+1>\left(t_{1}+t_{2}+\cdots+t_{n}\right)\left(\frac{1}{t_{1}}+\frac{1}{t_{2}}+\cdots+\frac{1}{t_{n}}\right)
$$

Prove that $t_{i}, t_{j}, t_{k}$ are the side-lengths of a triangle for all $i, j, k$ with $1 \leq i<$ $j<k \leq n$.
Problem 3.88. (Japan, 2005) Let $a, b$ and $c$ be positive real numbers such that $a+b+c=1$. Prove that

$$
a \sqrt[3]{1+b-c}+b \sqrt[3]{1+c-a}+a \sqrt[3]{1+a-b} \leq 1
$$

Problem 3.89. (Russia, 2005) Let $x_{1}, x_{2}, \ldots, x_{6}$ be real numbers such that $x_{1}^{2}+$ $x_{2}^{2}+\cdots+x_{6}^{2}=6$ and $x_{1}+x_{2}+\cdots+x_{6}=0$. Prove that $x_{1} x_{2} \cdots x_{6} \leq \frac{1}{2}$.
Problem 3.90. (United Kingdom, 2005) Let $a, b, c$ be positive real numbers. Prove that

$$
\left(\frac{a}{b}+\frac{b}{c}+\frac{c}{a}\right)^{2} \geq(a+b+c)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)
$$

Problem 3.91. (APMO, 2005) Let $a, b$ and $c$ be positive real numbers such that $a b c=8$. Prove that

$$
\frac{a^{2}}{\sqrt{\left(1+a^{3}\right)\left(1+b^{3}\right)}}+\frac{b^{2}}{\sqrt{\left(1+b^{3}\right)\left(1+c^{3}\right)}}+\frac{c^{2}}{\sqrt{\left(1+c^{3}\right)\left(1+a^{3}\right)}} \geq \frac{4}{3} .
$$

Problem 3.92. (IMO, 2005) Let $x, y, z$ be positive real numbers such that $x y z \geq 1$. Prove that

$$
\frac{x^{5}-x^{2}}{x^{5}+y^{2}+z^{2}}+\frac{y^{5}-y^{2}}{y^{5}+z^{2}+x^{2}}+\frac{z^{5}-z^{2}}{z^{5}+x^{2}+y^{2}} \geq 0
$$

Problem 3.93. (Balkan, 2006) Let $a, b, c$ be positive real numbers, prove that

$$
\frac{1}{a(b+1)}+\frac{1}{b(c+1)}+\frac{1}{c(a+1)} \geq \frac{3}{1+a b c} .
$$

Problem 3.94. (Estonia, 2006) Let $O$ be the circumcenter of the acute triangle $A B C$ and let $A^{\prime}, B^{\prime}$ and $C^{\prime}$ be the circumcenter of the triangles $B C O, C A O$ and $A B O$, respectively. Prove that the area of the triangle $A B C$ is less than or equal to the area of the triangle $A^{\prime} B^{\prime} C^{\prime}$.

Problem 3.95. (Lithuania, 2006) Let $a, b, c$ be positive real numbers, prove that

$$
\frac{1}{a^{2}+b c}+\frac{1}{b^{2}+c a}+\frac{1}{c^{2}+a b} \leq \frac{1}{2}\left(\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}\right) .
$$

Problem 3.96. (Turkey, 2006) Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive real numbers such that

$$
a_{1}+a_{2}+\cdots+a_{n}=a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}=A
$$

Prove that

$$
\sum_{i \neq j} \frac{a_{i}}{a_{j}} \geq \frac{(n-1)^{2} A}{A-1}
$$

Problem 3.97. (Iberoamerican, 2006) Consider $n$ real numbers $a_{1}, a_{2}, \ldots, a_{n}$, not necessarily distinct. Let $d$ be the difference between the maximum and the minimum value of the numbers and let $s=\sum_{i<j}\left|a_{i}-a_{j}\right|$. Prove that

$$
(n-1) d \leq s \leq \frac{n^{2} d}{4}
$$

and determine the conditions on the $n$ numbers that ensure the validity of the equalities.
Problem 3.98. (IMO, 2006) Determine the least real number $M$ such that the inequality

$$
\left|a b\left(a^{2}-b^{2}\right)+b c\left(b^{2}-c^{2}\right)+c a\left(c^{2}-a^{2}\right)\right| \leq M\left(a^{2}+b^{2}+c^{2}\right)^{2}
$$

is satisfied for all real numbers $a, b, c$.
Problem 3.99. (Bulgaria, 2007) Find all positive integers $n$ such that if $a, b, c$ are non-negative real numbers with $a+b+c=3$, then

$$
a b c\left(a^{n}+b^{n}+c^{n}\right) \leq 3 .
$$

Problem 3.100. (Bulgaria, 2007) If $a, b, c$ are positive real numbers, prove that

$$
\frac{(a+1)(b+1)^{2}}{3 \sqrt[3]{c^{2} a^{2}}+1}+\frac{(b+1)(c+1)^{2}}{3 \sqrt[3]{a^{2} b^{2}}+1}+\frac{(c+1)(a+1)^{2}}{3 \sqrt[3]{b^{2} c^{2}}+1} \geq a+b+c+3
$$

Problem 3.101. (China, 2007) If $a, b, c$ are the lengths of the sides of a triangle with $a+b+c=3$, find the minimum of

$$
a^{2}+b^{2}+c^{2}+\frac{4 a b c}{3}
$$

Problem 3.102. (Greece, 2007) If $a, b, c$ are the lengths of the sides of a triangle, prove that

$$
\frac{(a+b-c)^{4}}{b(b+c-a)}+\frac{(b+c-a)^{4}}{c(c+a-b)}+\frac{(c+a-b)^{4}}{a(a+b-c)} \geq a b+b c+c a
$$

Problem 3.103. (Iran, 2007) If $a, b, c$ are three different positive real numbers, prove that

$$
\left|\frac{a+b}{a-b}+\frac{b+c}{b-c}+\frac{c+a}{c-a}\right|>1
$$

Problem 3.104. (Mediterranean, 2007) Let $x, y, z$ be real numbers such that $x y+y z+z x=1$. Prove that $x z<\frac{1}{2}$. Is it possible to improve the bound $\frac{1}{2}$ ?

Problem 3.105. (Mediterranean, 2007) Let $x>1$ be a real number which is not an integer. Prove that

$$
\left(\frac{x+\{x\}}{[x]}-\frac{[x]}{x+\{x\}}\right)+\left(\frac{x+[x]}{\{x\}}-\frac{\{x\}}{x+[x]}\right)>\frac{9}{2},
$$

where $[x]$ and $\{x\}$ represent the integer part and the fractional part of $x$, respectively.

Problem 3.106. (Peru, 2007) Let $a, b, c$ be positive real numbers such that $a+b+$ $c \geq \frac{1}{a}+\frac{1}{b}+\frac{1}{c}$. Prove that

$$
a+b+c \geq \frac{3}{a+b+c}+\frac{2}{a b c} .
$$

Problem 3.107. (Romania, 2007) Let $a, b, c$ be positive real numbers such that

$$
\frac{1}{a+b+1}+\frac{1}{b+c+1}+\frac{1}{c+a+1} \geq 1
$$

Prove that

$$
a+b+c \geq a b+b c+c a
$$

Problem 3.108. (Romania, 2007) Let $A B C$ be an acute triangle with $A B=A C$. For every interior point $P$ of $A B C$, consider the circle with center $A$ and radius $A P$; let $M$ and $N$ be the intersections of the sides $A B$ and $A C$ with the circle, respectively. Determine the position of $P$ in such a way that $M N+B P+C P$ is minimum.

Problem 3.109. (Romania, 2007) The points $M, N, P$ on the sides $B C, C A, A B$, respectively, are such that the triangle $M N P$ is acute. Let $x$ be the length of the shortest altitude in the triangle $A B C$ and let $X$ be the length of the largest altitude in the triangle $M N P$. Prove that $x \leq 2 X$.

Problem 3.110. (APMO, 2007) Let $x, y, z$ be positive real numbers such that $\sqrt{x}+\sqrt{y}+\sqrt{z}=1$. Prove that

$$
\frac{x^{2}+y z}{\sqrt{2 x^{2}(y+z)}}+\frac{y^{2}+z x}{\sqrt{2 y^{2}(z+x)}}+\frac{z^{2}+x y}{\sqrt{2 z^{2}(x+y)}} \geq 1
$$

Problem 3.111. (Baltic, 2008) If the positive real numbers $a, b, c$ satisfy $a^{2}+b^{2}+$ $c^{2}=3$, prove that

$$
\frac{a^{2}}{2+b+c^{2}}+\frac{b^{2}}{2+c+a^{2}}+\frac{c^{2}}{2+a+b^{2}} \geq \frac{(a+b+c)^{2}}{12}
$$

Under which circumstances the equality holds?
Problem 3.112. (Canada, 2008) Let $a, b, c$ be positive real numbers for which $a+b+c=1$. Prove that

$$
\frac{a-b c}{a+b c}+\frac{b-c a}{b+c a}+\frac{c-a b}{c+a b} \leq \frac{3}{2}
$$

Problem 3.113. (Iran, 2008) Find the least real number $K$ such that for any positive real numbers $x, y, z$, the following inequality holds:

$$
x \sqrt{y}+y \sqrt{z}+z \sqrt{x} \leq K \sqrt{(x+y)(y+z)(z+x)}
$$

Problem 3.114. (Ireland, 2008) If the positive real numbers $a, b, c, d$ satisfy $a^{2}+$ $b^{2}+c^{2}+d^{2}=1$, prove that

$$
a^{2} b^{2} c d+a b^{2} c^{2} d+a b c^{2} d^{2}+a^{2} b c d^{2}+a^{2} b c^{2} d+a b^{2} c d^{2} \leq \frac{3}{32}
$$

Problem 3.115. (Ireland, 2008) Let $x, y, z$ be positive real numbers such that $x y z \geq 1$. Prove that
(a) $27 \leq(1+x+y)^{2}+(1+y+z)^{2}+(1+z+x)^{2}$,
(b) $(1+x+y)^{2}+(1+y+z)^{2}+(1+z+x)^{2} \leq 3(x+y+z)^{2}$.

The equalities hold if and only if $x=y=z=1$.
Problem 3.116. (Romania, 2008) If $a, b, c$ are positive real numbers with $a b+b c+$ $c a=3$, prove that

$$
\frac{1}{1+a^{2}(b+c)}+\frac{1}{1+b^{2}(c+a)}+\frac{1}{1+c^{2}(a+b)} \leq \frac{1}{a b c} .
$$

Problem 3.117. (Romania, 2008) Determine the maximum value for the real number $k$ if

$$
(a+b+c)\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}-k\right) \geq k
$$

for all real numbers $a, b, c \geq 0$ and with $a+b+c=a b+b c+c a$.

Problem 3.118. (Serbia, 2008) Let $a, b, c$ be positive real numbers such that $a+b+c=1$. Prove that

$$
a^{2}+b^{2}+c^{2}+3 a b c \geq \frac{4}{9}
$$

Problem 3.119. (Vietnam, 2008) Let $x, y, z$ be distinct non-negative real numbers.
Prove that

$$
\frac{1}{(x-y)^{2}}+\frac{1}{(y-z)^{2}}+\frac{1}{(z-x)^{2}} \geq \frac{4}{x y+y z+z x} .
$$

When is the case that the equality holds?
Problem 3.120. (IMO, 2008)
(i) If $x, y, z$ are three real numbers different from 1 and such that $x y z=1$, prove that

$$
\frac{x^{2}}{(x-1)^{2}}+\frac{y^{2}}{(y-1)^{2}}+\frac{z^{2}}{(z-1)^{2}} \geq 1
$$

(ii) Prove that the equality holds for an infinite number of $x, y, z$, all of them being rational numbers.

## Chapter 4

## Solutions to Exercises and Problems

In this chapter we present solutions or hints to the exercises and problems that appear in this book. In Sections 1 and 2 we provide the solutions to the exercises in Chapters 1 and 2, respectively, and in Section 3 the solutions to the problems in Chapter 3 . We recommend that the reader should consult this chapter only after having tried to solve the exercises or the problems by himself.

### 4.1 Solutions to the exercises in Chapter 1

Solution 1.1. It follows from the definition of $a<b$ and Property 1.1.1 for the number $a-b$.
Solution 1.2. (i) If $a<0$, then $-a>0$. Also use $(-a)(-b)=a b$.
(ii) $(-a) b>0$.
(iii) $a<b \Leftrightarrow b-a>0$, now use property 1.1.2.
(iv) Use property 1.1.2.
(v) If $a<0$, then $-a>0$.
(vi) $a \frac{1}{a}=1>0$.
(vii) If $a<0$, then $-a>0$.
(viii) Use (vi) and property 1.1.3.
(ix) Prove that $a c<b c$ and that $b c<b d$.
(x) Use property 1.1.3 with $a-1>0$ and $a>0$.
(xi) Use property 1.1.3 with $1-a>0$ and $a>0$.

Solution 1.3. (i) $a^{2}<b^{2} \Leftrightarrow b^{2}-a^{2}=(b+a)(b-a)>0$.
(ii) If $b>0$, then $\frac{1}{b}>0$, now use Example 1.1.4.

Solution 1.4. For (i), (ii) and (iii) use the definition, and for (iv) and (v) remember that $|a|^{2}=a^{2}$.

Solution 1.5. (i) $x \leq|x|$ and $-x \leq|x|$.
(ii) Consider $|a|=|a-b+b|$ and $|b|=|b-a+a|$, and apply the triangle inequality.
(iii) $\left(x^{2}+x y+y^{2}\right)(x-y)=x^{3}-y^{3}$.
(iv) $\left(x^{2}-x y+y^{2}\right)(x+y)=x^{3}+y^{3}$.

Solution 1.6. If $a, b$ or $c$ is zero, the equality follows. Then, we can assume $|a| \geq$ $|b| \geq|c|>0$. Dividing by $|a|$, the inequality is equivalent to

$$
1+\left|\frac{b}{a}\right|+\left|\frac{c}{a}\right|-\left|1+\frac{b}{a}\right|-\left|\frac{b}{a}+\frac{c}{a}\right|-\left|1+\frac{c}{a}\right|+\left|1+\frac{b}{a}+\frac{c}{a}\right| \geq 0
$$

Since $\left|\frac{b}{a}\right| \leq 1$ and $\left|\frac{c}{a}\right| \leq 1$, we can deduce that $\left|1+\frac{b}{a}\right|=1+\frac{b}{a}$ and $\left|1+\frac{c}{a}\right|=1+\frac{c}{a}$.
Thus, it is sufficient to prove that

$$
\left|\frac{b}{a}\right|+\left|\frac{c}{a}\right|-\left|\frac{b}{a}+\frac{c}{a}\right|-\left(1+\frac{b}{a}+\frac{c}{a}\right)+\left|1+\frac{b}{a}+\frac{c}{a}\right| \geq 0
$$

Now, use the triangle inequality and Exercise 1.5.
Solution 1.7. (i) Use that $0 \leq b \leq 1$ and $1+a>0$ in order to see that

$$
0 \leq b(1+a) \leq 1+a \Rightarrow 0 \leq b-a \leq 1-a b \Rightarrow 0 \leq \frac{b-a}{1-a b} \leq 1
$$

(ii) The inequality on the left-hand side is clear. Since $1+a \leq 1+b$, it follows that $\frac{1}{1+b} \leq \frac{1}{1+a}$, and then prove that

$$
\frac{a}{1+b}+\frac{b}{1+a} \leq \frac{a}{1+a}+\frac{b}{1+a}=\frac{a+b}{1+a} \leq 1 .
$$

(iii) For the inequality on the left-hand side, use that $a b^{2}-b a^{2}=a b(b-a)$ is the product of non-negative real numbers. For the inequality on the right-hand side, note that $b \leq 1 \Rightarrow b^{2} \leq b \Rightarrow-b \leq-b^{2}$, and then

$$
a b^{2}-b a^{2} \leq a b^{2}-b^{2} a^{2}=b^{2}\left(a-a^{2}\right) \leq a-a^{2}=\frac{1}{4}-\left(\frac{1}{2}-a\right)^{2} \leq \frac{1}{4}
$$

Solution 1.8. Prove in general that $x<\sqrt{2} \Rightarrow 1+\frac{1}{1+x}>\sqrt{2}$ and that $x>\sqrt{2} \Rightarrow$ $1+\frac{1}{1+x}<\sqrt{2}$.
Solution 1.9. $a x+b y \geq a y+b x \Leftrightarrow(a-b)(x-y) \geq 0$.
Solution 1.10. We can assume that $x \geq y$. Then, use the previous exercise substituting with $\sqrt{x^{2}}, \sqrt{y^{2}}, \frac{1}{\sqrt{y}}$ and $\frac{1}{\sqrt{x}}$.
Solution 1.11. Observe that
$(a-b)(c-d)+(a-c)(b-d)+(d-a)(b-c)=2(a-b)(c-d)=2(a-b)^{2} \geq 0$.

Solution 1.12. It follows from

$$
\begin{aligned}
f(a, c, b, d)-f(a, b, c, d) & =(a-c)^{2}-(a-b)^{2}+(b-d)^{2}-(c-d)^{2} \\
& =(b-c)(2 a-b-c)+(b-c)(b+c-2 d) \\
& =2(b-c)(a-d)>0 \\
f(a, b, c, d)-f(a, b, d, c) & =(b-c)^{2}-(b-d)^{2}+(d-a)^{2}-(c-a)^{2} \\
& =(d-c)(2 b-c-d)+(d-c)(c+d-2 a) \\
& =2(d-c)(b-a)>0 .
\end{aligned}
$$

Solution 1.13. In order for the expressions in the inequality to be well defined, it is necessary that $x \geq-\frac{1}{2}$ and $x \neq 0$. Multiply the numerator and the denominator by $(1+\sqrt{1+2 x})^{2}$. Perform some simplifications and show that $2 \sqrt{2 x+1}<7$; then solve for $x$.

Solution 1.14. Since $4 n^{2}<4 n^{2}+n<4 n^{2}+4 n+1$, we can deduce that $2 n<$ $\sqrt{4 n^{2}+n}<2 n+1$. Hence, its integer part is $2 n$ and then we have to prove that $\sqrt{4 n^{2}+n}<2 n+\frac{1}{4}$, this follows immediately after squaring both sides of the inequality.
Solution 1.15. Since $\left(a^{3}-b^{3}\right)\left(a^{2}-b^{2}\right) \geq 0$, we have that $a^{5}+b^{5} \geq a^{2} b^{2}(a+b)$, then

$$
\frac{a b}{a^{5}+b^{5}+a b} \leq \frac{a b}{a^{2} b^{2}(a+b)+a b}=\frac{a b c^{2}}{a^{2} b^{2} c^{2}(a+b)+a b c^{2}}=\frac{c}{a+b+c}
$$

Similarly, $\frac{b c}{b^{5}+c^{5}+b c} \leq \frac{a}{a+b+c}$ and $\frac{c a}{c^{5}+a^{5}+c a} \leq \frac{b}{a+b+c}$. Hence,

$$
\frac{a b}{a^{5}+b^{5}+a b}+\frac{b c}{b^{5}+c^{5}+b c}+\frac{c a}{c^{5}+a^{5}+c a} \leq \frac{c}{a+b+c}+\frac{a}{a+b+c}+\frac{b}{a+b+c}
$$

but $\frac{c}{a+b+c}+\frac{a}{a+b+c}+\frac{b}{a+b+c}=\frac{c+a+b}{a+b+c}=1$.
Solution 1.16. Consider $p(x)=a x^{2}+b x+c$, using the hypothesis, $p(1)=a+b+c$ and $p(-1)=a-b+c$ are not negative. Since $a>0$, the minimum value of $p$ is attained at $\frac{-b}{2 a}$ and its value is $\frac{4 a c-b^{2}}{4 a}<0$. If $x_{1}, x_{2}$ are the roots of $p$, we can deduce that $\frac{b}{a}=-\left(x_{1}+x_{2}\right)$ and $\frac{c}{a}=x_{1} x_{2}$, therefore $\frac{a+b+c}{a}=\left(1-x_{1}\right)\left(1-x_{2}\right)$, $\frac{a-b+c}{a}=\left(1+x_{1}\right)\left(1+x_{2}\right)$ and $\frac{a-c}{a}=1-x_{1} x_{2}$. Observe that, $\left(1-x_{1}\right)\left(1-x_{2}\right) \geq 0$, $\left(1+x_{1}\right)\left(1+x_{2}\right) \geq 0$ and $1-x_{1} x_{2} \geq 0$ imply that $-1 \leq x_{1}, x_{2} \leq 1$.

Solution 1.17. If the inequalities are true, then $a, b$ and $c$ are less than 1 , and $a(1-b) b(1-c) c(1-a)>\frac{1}{64}$. On the other hand, since $x(1-x) \leq \frac{1}{4}$ for $0 \leq x \leq 1$, then $a(1-b) b(1-c) c(1-a) \leq \frac{1}{64}$.
Solution 1.18. Use the AM-GM inequality with $a=1, b=x$.

Solution 1.19. Use the AM-GM inequality with $a=x, b=\frac{1}{x}$.
Solution 1.20. Use the AM-GM inequality with $a=x^{2}, b=y^{2}$.
Solution 1.21. In the previous exercise add $x^{2}+y^{2}$ to both sides.
Solution 1.22. Use the AM-GM inequality with $a=\frac{x+y}{x}, b=\frac{x+y}{y}$ and also use the AM-GM inequality for $x$ and $y$. Or reduce this to Exercise 1.20.
Solution 1.23. Use the AM-GM inequality with $a x$ and $\frac{b}{x}$.
Solution 1.24. Use the AM-GM inequality with $\frac{a}{b}$ and $\frac{b}{a}$.
Solution 1.25. $\frac{a+b}{2}-\sqrt{a b}=\frac{(\sqrt{a}-\sqrt{b})^{2}}{2}$, simplify and find the bounds using $0<b \leq$ $a$.

Solution 1.26. $x+y \geq 2 \sqrt{x y}$.
Solution 1.27. $x^{2}+y^{2} \geq 2 x y$.
Solution 1.28. $x y+z x \geq 2 x \sqrt{y z}$.
Solution 1.29. See Exercise 1.27.
Solution 1.30. $\frac{1}{x}+\frac{1}{y} \geq \frac{2}{\sqrt{x y}}$.
Solution 1.31. $\frac{x y}{z}+\frac{y z}{x} \geq 2 \sqrt{\frac{x y^{2} z}{z x}}=2 y$.
Solution 1.32. $\frac{x^{2}+\left(y^{2}+z^{2}\right)}{2} \geq x \sqrt{y^{2}+z^{2}}$.
Solution 1.33. $x^{4}+y^{4}+8=x^{4}+y^{4}+4+4 \geq 4 \sqrt[4]{x^{4} y^{4} 16}=8 x y$.
Solution 1.34. $(a+b+c+d) \geq 4 \sqrt[4]{a b c d},\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}\right) \geq 4 \sqrt[4]{\frac{1}{a b c d}}$.
Solution 1.35. $\frac{a}{b}+\frac{b}{c}+\frac{c}{d}+\frac{d}{a} \geq 4 \sqrt[4]{\frac{a}{b} \frac{b}{c} \frac{c}{d} \frac{d}{a}}=4$.
Solution 1.36. $\left(x_{1}+\cdots+x_{n}\right) \geq n \sqrt[n]{x_{1} \cdots x_{n}},\left(\frac{1}{x_{1}}+\cdots+\frac{1}{x_{n}}\right) \geq n \sqrt[n]{\frac{1}{x_{1} \cdots x_{n}}}$.
Solution 1.37. $\frac{a_{1}}{b_{1}}+\frac{a_{2}}{b_{2}}+\cdots+\frac{a_{n}}{b_{n}} \geq n \sqrt[n]{\frac{a_{1} \cdots a_{n}}{b_{1} \cdots b_{n}}}=n$.
Solution 1.38. $a^{n}-1>n\left(a^{\frac{n+1}{2}}-a^{\frac{n-1}{2}}\right) \Leftrightarrow(a-1)\left(a^{n-1}+\cdots+1\right)>n a^{\frac{n-1}{2}}(a-$ 1) $\Leftrightarrow \frac{a^{n-1}+\cdots+a+1}{n}>a^{\frac{n-1}{2}}$, but $\frac{1+a+\cdots+a^{n-1}}{n}>\sqrt[n]{a^{\frac{(n-1) n}{2}}}=a^{\frac{n-1}{2}}$.

Solution 1.39. $1=\left(\frac{1+a}{2}\right)\left(\frac{1+b}{2}\right)\left(\frac{1+c}{2}\right) \geq \sqrt{a} \sqrt{b} \sqrt{c}=\sqrt{a b c}$.
Solution 1.40. Using the AM-GM inequality, we obtain

$$
\frac{a^{3}}{b}+\frac{b^{3}}{c}+b c \geq 3 \sqrt[3]{\frac{a^{3}}{b} \cdot \frac{b^{3}}{c} \cdot b c}=3 a b
$$

Similarly, $\frac{b^{3}}{c}+\frac{c^{3}}{a}+c a \geq 3 b c$ and $\frac{c^{3}}{a}+\frac{a^{3}}{b}+a b \geq 3 c a$. Therefore, $2\left(\frac{a^{3}}{b}+\frac{b^{3}}{c}+\frac{c^{3}}{a}\right)+$ $(a b+b c+c a) \geq 3(a b+b c+c a)$.

Second solution. The inequality can also be proved using Exercise 1.107.
Solution 1.41. If $a b c=0$, the result is clear. If $a b c>0$, then we have

$$
\begin{aligned}
\frac{a b}{c}+\frac{b c}{a}+\frac{c a}{b} & =\frac{1}{2}\left(a\left(\frac{b}{c}+\frac{c}{b}\right)+b\left(\frac{c}{a}+\frac{a}{c}\right)+c\left(\frac{a}{b}+\frac{b}{a}\right)\right) \\
& \geq \frac{1}{2}(2 a+2 b+2 c)
\end{aligned}
$$

and the result is evident.
Solution 1.42. Apply the AM-GM inequality twice over, $a^{2} b+b^{2} c+c^{2} a \geq 3 a b c$, $a b^{2}+b c^{2}+c a^{2} \geq 3 a b c$.
Solution 1.43. $\frac{1+a b}{1+a}=\frac{a b c+a b}{1+a}=a b\left(\frac{1+c}{1+a}\right)$,

$$
\begin{aligned}
\frac{1+a b}{1+a}+\frac{1+b c}{1+b}+\frac{1+c a}{1+c} & =a b\left(\frac{1+c}{1+a}\right)+b c\left(\frac{1+a}{1+b}\right)+c a\left(\frac{1+b}{1+c}\right) \\
& \geq 3 \sqrt[3]{(a b c)^{2}}=3
\end{aligned}
$$

Solution 1.44. $\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}\right)(a+b+c) \geq \frac{9}{2}$ is equivalent to

$$
\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}\right)(a+b+b+c+c+a) \geq 9
$$

which follows from Exercise 1.36 . For the other inequality use $\frac{1}{a}+\frac{1}{b} \geq \frac{4}{a+b}$. See Exercise 1.22.

Solution 1.45. Note that

$$
\frac{n+H_{n}}{n}=\frac{(1+1)+\left(1+\frac{1}{2}\right)+\cdots+\left(1+\frac{1}{n}\right)}{n}
$$

Now, apply the AM-GM inequality.
Solution 1.46. Setting $y_{i}=\frac{1}{1+x_{i}}$, then $x_{i}=\frac{1}{y_{i}}-1=\frac{1-y_{i}}{y_{i}}$. Observe that $y_{1}+\cdots+$ $y_{n}=1$ implies that $1-y_{i}=\sum_{j \neq i} y_{i}$, then $\sum_{j \neq i} y_{i} \geq(n-1)\left(\prod_{j \neq i} y_{j}\right)^{\frac{1}{n-1}}$ and

$$
\prod_{i} x_{i}=\prod_{i}\left(\frac{1-y_{i}}{y_{i}}\right)=\frac{\prod_{i}\left(\sum_{j \neq i} y_{j}\right)}{\prod_{i} y_{i}} \geq \frac{(n-1)^{n} \prod_{i}\left(\prod_{j \neq i} y_{j}\right)^{\frac{1}{n-1}}}{\prod_{i} y_{i}}=(n-1)^{n}
$$

Solution 1.47. Define $a_{n+1}=1-\left(a_{1}+\cdots+a_{n}\right)$ and $x_{i}=\frac{1-a_{i}}{a_{i}}$ for $i=1, \ldots, n+1$. Apply Exercise 1.46 directly.
Solution 1.48. $\sum_{i=1}^{n} \frac{1}{1+a_{i}}=1 \Rightarrow \sum_{i=1}^{n} \frac{a_{i}}{1+a_{i}}=n-1$. Observe that

$$
\begin{aligned}
& \sum_{i=1}^{n} \sqrt{a_{i}}-(n-1) \sum_{i=1}^{n} \frac{1}{\sqrt{a_{i}}}=\sum_{i=1}^{n} \frac{1}{1+a_{i}} \sum_{i=1}^{n} \sqrt{a_{i}}-\sum_{i=1}^{n} \frac{a_{i}}{1+a_{i}} \sum_{i=1}^{n} \frac{1}{\sqrt{a_{i}}} \\
&=\sum_{i, j} \frac{a_{i}-a_{j}}{\left(1+a_{j}\right) \sqrt{a_{i}}}=\sum_{i>j} \frac{\left(\sqrt{a_{i}} \sqrt{a_{j}}-1\right)\left(\sqrt{a_{i}}-\sqrt{a_{j}}\right)^{2}\left(\sqrt{a_{i}}+\sqrt{a_{j}}\right)}{\left(1+a_{i}\right)\left(1+a_{j}\right) \sqrt{a_{i}} \sqrt{a_{j}}} .
\end{aligned}
$$

Since $1 \geq \frac{1}{1+a_{i}}+\frac{1}{1+a_{j}}=\frac{2+a_{i}+a_{j}}{1+a_{i}+a_{j}+a_{i} a_{j}}$, we can deduce that $a_{i} a_{j} \geq 1$. Hence the terms of the last sum are positive.
Solution 1.49. Let $S_{a}=\sum_{i=1}^{n} \frac{a_{i}^{2}}{a_{i}+b_{i}}$ and $S_{b}=\sum_{i=1}^{n} \frac{b_{i}^{2}}{a_{i}+b_{i}}$. Then

$$
S_{a}-S_{b}=\sum_{i=1}^{n} \frac{a_{i}^{2}-b_{i}^{2}}{a_{i}+b_{i}}=\sum_{i=1}^{n} a_{i}-\sum_{i=1}^{n} b_{i}=0
$$

thus $S_{a}=S_{b}=S$. Hence, we have

$$
2 S=\sum_{i=1}^{n} \frac{a_{i}^{2}+b_{i}^{2}}{a_{i}+b_{i}} \geq \frac{1}{2} \sum_{i=1}^{n} \frac{\left(a_{i}+b_{i}\right)^{2}}{a_{i}+b_{i}}=\sum_{i=1}^{n} a_{i}
$$

where the inequality follows after using Exercise 1.21.
Solution 1.50. Since the inequality is homogeneous ${ }^{16}$ we can assume that $a b c=1$. Setting $x=a^{3}, y=b^{3}$ and $z=c^{3}$, the inequality is equivalent to

$$
\frac{1}{x+y+1}+\frac{1}{y+z+1}+\frac{1}{z+x+1} \leq 1
$$

Let $A=x+y+1, B=y+z+1$ and $C=z+x+1$, then

$$
\begin{aligned}
\frac{1}{A}+\frac{1}{B}+\frac{1}{C} \leq 1 & \Leftrightarrow(A-1)(B-1)(C-1)-(A+B+C)+1 \geq 0 \\
& \Leftrightarrow(x+y)(y+z)(z+x)-2(x+y+z) \geq 2 \\
& \Leftrightarrow(x+y+z)(x y+y z+z x-2) \geq 3
\end{aligned}
$$

Now, use that

$$
\frac{x+y+z}{3} \geq(x z y)^{\frac{1}{3}} \text { and } \frac{x y+y z+z x}{3} \geq(x y z)^{\frac{2}{3}}
$$

[^11]Second solution. Follow the ideas used in the solution of Exercise 1.15. Start with the inequality $\left(a^{2}-b^{2}\right)(a-b) \geq 0$ to guarantee that $a^{3}+b^{3}+a b c \geq a b(a+b+c)$, then

$$
\frac{1}{a^{3}+b^{3}+a b c} \leq \frac{c}{a b c(a+b+c)}
$$

Solution 1.51. Note that $a b c \leq\left(\frac{a+b+c}{3}\right)^{3}=\frac{1}{27}$.

$$
\begin{aligned}
\left(\frac{1}{a}+1\right)\left(\frac{1}{b}+1\right)\left(\frac{1}{c}+1\right) & =1+\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}+\frac{1}{a b c} \\
& \geq 1+\frac{3}{\sqrt[3]{a b c}}+\frac{3}{\sqrt[3]{(a b c)^{2}}}+\frac{1}{a b c} \\
& =\left(1+\frac{1}{\sqrt[3]{a b c}}\right)^{3} \geq 4^{3}
\end{aligned}
$$

Solution 1.52. The inequality is equivalent to $\left(\frac{b+c}{a}\right)\left(\frac{a+c}{b}\right)\left(\frac{a+b}{c}\right) \geq 8$. Now, we use the AM-GM inequality for each term of the product and the inequality follows immediately.
Solution 1.53. Notice that

$$
\begin{aligned}
& \frac{a}{(a+1)(b+1)}+\frac{b}{(b+1)(c+1)}+\frac{c}{(c+1)(a+1)} \\
& =\frac{(a+1)(b+1)(c+1)-2}{(a+1)(b+1)(c+1)}=1-\frac{2}{(a+1)(b+1)(c+1)} \geq \frac{3}{4}
\end{aligned}
$$

if and only if $(a+1)(b+1)(c+1) \geq 8$, and this last inequality follows immediately from the inequality $\left(\frac{a+1}{2}\right)\left(\frac{b+1}{2}\right)\left(\frac{c+1}{2}\right) \geq \sqrt{a} \sqrt{b} \sqrt{c}=1$.
Solution 1.54. Observe that this exercise is similar to Exercise 1.52.
Solution 1.55. Apply the inequality between the arithmetic mean and the harmonic mean to get

$$
\frac{2 a b}{a+b}=\frac{2}{\frac{1}{a}+\frac{1}{b}} \leq \frac{a+b}{2}
$$

We can conclude that equality holds when $a=b=c$.
Solution 1.56. First use the fact that $(a+b)^{2} \geq 4 a b$, and then take into account that

$$
\sum_{i=1}^{n} \frac{1}{a_{i} b_{i}} \geq 4 \sum_{i=1}^{n} \frac{1}{\left(a_{i}+b_{i}\right)^{2}}
$$

Now, use Exercise 1.36 to prove that

$$
\sum_{i=1}^{n}\left(a_{i}+b_{i}\right)^{2} \sum_{i=1}^{n} \frac{1}{\left(a_{i}+b_{i}\right)^{2}} \geq n^{2}
$$

Solution 1.57. Using the AM-GM inequality leads to $x y+y z \geq 2 y \sqrt{x z}$. Adding similar results we get $2(x y+y z+z x) \geq 2(x \sqrt{y z}+y \sqrt{z x}+z \sqrt{x y})$. Once again, using AM-GM inequality, we get $x^{2}+x^{2}+y^{2}+z^{2} \geq 4 x \sqrt{y z}$. Adding similar results once more, we obtain $x^{2}+y^{2}+z^{2} \geq x \sqrt{y z}+y \sqrt{z x}+z \sqrt{x y}$. Now adding both results, we reach the conclusion $\frac{(x+y+z)^{2}}{3} \geq x \sqrt{y z}+y \sqrt{z x}+z \sqrt{x y}$.
Solution 1.58. Using the AM-GM inequality takes us to $x^{4}+y^{4} \geq 2 x^{2} y^{2}$. Applying AM-GM inequality once again shows that $2 x^{2} y^{2}+z^{2} \geq \sqrt{8} x y z$. Or, directly we have that

$$
x^{4}+y^{4}+\frac{z^{2}}{2}+\frac{z^{2}}{2} \geq 4 \sqrt[4]{\frac{x^{4} y^{4} z^{4}}{4}}=\sqrt{8} x y z
$$

Solution 1.59. Use the AM-GM inequality to obtain

$$
\frac{x^{2}}{y-1}+\frac{y^{2}}{x-1} \geq 2 \frac{x y}{\sqrt{(x-1)(y-1)}} \geq 8
$$

The last inequality follows from $\frac{x}{\sqrt{x-1}} \geq 2$, since $(x-2)^{2} \geq 0$.
Second solution. Let $a=x-1$ and $b=y-1$, which are positive numbers, then the inequality we need to prove is equivalent to $\frac{(a+1)^{2}}{b}+\frac{(b+1)^{2}}{a} \geq 8$. Now, by the AM-GM inequality we have $(a+1)^{2} \geq 4 a$ and $(b+1)^{2} \geq 4 b$. Then, $\frac{(a+1)^{2}}{b}+\frac{(b+1)^{2}}{a} \geq 4\left(\frac{a}{b}+\frac{b}{a}\right) \geq 8$. The last inequality follows from Exercise 1.24.

Solution 1.60. Observe that $(a, b, c)$ and $\left(a^{2}, b^{2}, c^{2}\right)$ have the same order, then use inequality (1.2).
Solution 1.61. By the previous exercise

$$
a^{3}+b^{3}+c^{3} \geq a^{2} b+b^{2} c+c^{2} a
$$

Observe that $\left(\frac{1}{a}, \frac{1}{b}, \frac{1}{c}\right)$ and $\left(\frac{1}{a^{2}}, \frac{1}{b^{2}}, \frac{1}{c^{2}}\right)$ can be ordered in the same way. Then, use inequality (1.2) to get

$$
\begin{aligned}
(a b)^{3}+(b c)^{3}+(c a)^{3} & =\frac{1}{a^{3}}+\frac{1}{b^{3}}+\frac{1}{c^{3}} \\
& \geq \frac{1}{a^{2}} \frac{1}{c}+\frac{1}{b^{2}} \frac{1}{a}+\frac{1}{c^{2}} \frac{1}{b} \\
& =\frac{b}{a}+\frac{c}{b}+\frac{a}{c} \\
& =a^{2} b+b^{2} c+c^{2} a .
\end{aligned}
$$

Adding these two inequalities leads to the result.
Solution 1.62. Use inequality (1.2) with $\left(a_{1}, a_{2}, a_{3}\right)=\left(b_{1}, b_{2}, b_{3}\right)=\left(\frac{a}{b}, \frac{b}{c}, \frac{c}{a}\right)$ and $\left(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}\right)=\left(\frac{b}{c}, \frac{c}{a}, \frac{a}{b}\right)$.

Solution 1.63. Use inequality (1.2) with $\left(a_{1}, a_{2}, a_{3}\right)=\left(b_{1}, b_{2}, b_{3}\right)=\left(\frac{1}{a}, \frac{1}{b}, \frac{1}{c}\right)$ and $\left(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}\right)=\left(\frac{1}{b}, \frac{1}{c}, \frac{1}{a}\right)$.

Solution 1.64. Assume that $a \leq b \leq c$, and consider $\left(a_{1}, a_{2}, a_{3}\right)=(a, b, c)$, then use the rearrangement inequality (1.2) twice over with $\left(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}\right)=(b, c, a)$ and $(c, a, b)$, respectively. Note that we are also using

$$
\left(b_{1}, b_{2}, b_{3}\right)=\left(\frac{1}{b+c-a}, \frac{1}{c+a-b}, \frac{1}{a+b-c}\right) .
$$

Solution 1.65. Use the same idea as in the previous exercise, but with $n$ variables.
Solution 1.66. Turn to the previous exercise and the fact that $\frac{s}{s-a_{1}}=1+\frac{a_{1}}{s-a_{1}}$.
Solution 1.67. Apply Exercise 1.65 to the sequence $a_{1}, \ldots, a_{n}, a_{1}, \ldots, a_{n}$.
Solution 1.68. Apply Example 1.4.11.
Solution 1.69. Note that $1=\left(a^{2}+b^{2}+c^{2}\right)+2(a b+b c+c a)$, and use the previous exercise as follows:

$$
\frac{1}{3}=\frac{a+b+c}{3} \leq \sqrt{\frac{a^{2}+b^{2}+c^{2}}{3}}
$$

Therefore $\frac{1}{3} \leq a^{2}+b^{2}+c^{2}$. Hence, $2(a b+b c+c a) \leq \frac{2}{3}$, and the result is evident.
Second solution. The inequality is equivalent to $3(a b+b c+c a) \leq(a+b+c)^{2}$, which can be simplified to $a b+b c+c a \leq a^{2}+b^{2}+c^{2}$.

Solution 1.70. Let $G=\sqrt[n]{x_{1} x_{2} \cdots x_{n}}$ be the geometric mean of the given numbers and $\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(\frac{x_{1}}{G}, \frac{x_{1} x_{2}}{G^{2}}, \ldots, \frac{x_{1} x_{2} \cdots x_{n}}{G^{n}}\right)$.

Using Corollary 1.4.2, we can establish that

$$
n \leq \frac{a_{1}}{a_{2}}+\frac{a_{2}}{a_{3}}+\cdots+\frac{a_{n-1}}{a_{n}}+\frac{a_{n}}{a_{1}}=\frac{G}{x_{2}}+\frac{G}{x_{3}}+\cdots+\frac{G}{x_{n}}+\frac{G}{x_{1}},
$$

thus

$$
\frac{n}{\frac{1}{x_{1}}+\cdots+\frac{1}{x_{n}}} \leq G
$$

Also, using Corollary 1.4.2,

$$
n \leq \frac{a_{1}}{a_{n}}+\frac{a_{2}}{a_{1}}+\cdots+\frac{a_{n}}{a_{n-1}}=\frac{x_{1}}{G}+\frac{x_{2}}{G}+\cdots+\frac{x_{n}}{G}
$$

then

$$
G \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
$$

The equalities hold if and only if $a_{1}=a_{2}=\cdots=a_{n}$, that is, if and only if $x_{1}=x_{2}=\cdots=x_{n}$.

Solution 1.71. The inequality is equivalent to

$$
a_{1}^{n-1}+a_{2}^{n-1}+\cdots+a_{n}^{n-1} \geq \frac{a_{1} \cdots a_{n}}{a_{1}}+\frac{a_{1} \cdots a_{n}}{a_{2}}+\cdots+\frac{a_{1} \cdots a_{n}}{a_{n}}
$$

which can be verified using the rearrangement inequality several times over.
Solution 1.72. First note that $\sum_{i=1}^{n} \frac{a_{i}}{\sqrt{1-a_{i}}}=\sum_{i=1}^{n} \frac{1}{\sqrt{1-a_{i}}}-\sum_{i=1}^{n} \sqrt{1-a_{i}}$. Use the AM-GM inequality to obtain

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sqrt{1-a_{i}}} & \geq \sqrt[n]{\prod_{i=1}^{n} \frac{1}{\sqrt{1-a_{i}}}}=\sqrt{\frac{1}{\sqrt[n]{\prod_{i=1}^{n}\left(1-a_{i}\right)}}} \\
& \geq \sqrt{\frac{1}{\frac{1}{n} \sum_{i=1}^{n}\left(1-a_{i}\right)}}=\sqrt{\frac{n}{n-1}}
\end{aligned}
$$

Moreover, the Cauchy-Schwarz inequality serves to show that

$$
\sum_{i=1}^{n} \sqrt{1-a_{i}} \leq \sqrt{\sum_{i=1}^{n}\left(1-a_{i}\right)} \sqrt{n}=\sqrt{n(n-1)} \quad \text { and } \quad \sum_{i=1}^{n} \sqrt{a_{i}} \leq \sqrt{n}
$$

Solution 1.73. (i) $\sqrt{4 a+1}<\frac{4 a+1+1}{2}=2 a+1$.
(ii) Use the Cauchy-Schwarz inequality with $u=(\sqrt{4 a+1}, \sqrt{4 b+1}, \sqrt{4 c+1})$ and $v=(1,1,1)$.
Solution 1.74. Suppose that $a \geq b \geq c \geq d$ (the other cases are similar). Then, if $A=b+c+d, B=a+c+d, C=a+b+d$ and $D=a+b+c$, we can deduce that $\frac{1}{A} \geq \frac{1}{B} \geq \frac{1}{C} \geq \frac{1}{D}$. Apply the Tchebyshev inequality twice over to show that

$$
\begin{aligned}
& \frac{a^{3}}{A}+\frac{b^{3}}{B}+\frac{c^{3}}{C}+\frac{d^{3}}{D} \geq \frac{1}{4}\left(a^{3}+b^{3}+c^{3}+d^{3}\right)\left(\frac{1}{A}+\frac{1}{B}+\frac{1}{C}+\frac{1}{D}\right) \\
& \geq \frac{1}{16}\left(a^{2}+b^{2}+c^{2}+d^{2}\right)(a+b+c+d)\left(\frac{1}{A}+\frac{1}{B}+\frac{1}{C}+\frac{1}{D}\right) \\
& =\frac{1}{16}\left(a^{2}+b^{2}+c^{2}+d^{2}\right)\left(\frac{A+B+C+D}{3}\right)\left(\frac{1}{A}+\frac{1}{B}+\frac{1}{C}+\frac{1}{D}\right)
\end{aligned}
$$

Now, use the Cauchy-Schwarz inequality to derive the result

$$
a^{2}+b^{2}+c^{2}+d^{2} \geq a b+b c+c d+d a=1
$$

and the inequality $(A+B+C+D)\left(\frac{1}{A}+\frac{1}{B}+\frac{1}{C}+\frac{1}{D}\right) \geq 16$.
Solution 1.75. Apply the rearrangement inequality to

$$
\left(a_{1}, a_{2}, a_{3}\right)=\left(\sqrt[3]{\frac{a}{b}}, \sqrt[3]{\frac{b}{c}}, \sqrt[3]{\frac{c}{a}}\right),\left(b_{1}, b_{2}, b_{3}\right)=\left(\sqrt[3]{\left(\frac{a}{b}\right)^{2}}, \sqrt[3]{\left(\frac{b}{c}\right)^{2}}, \sqrt[3]{\left(\frac{c}{a}\right)^{2}}\right)
$$

and the permutation $\left(a_{1}^{\prime}, a_{2}^{\prime}, a_{3}^{\prime}\right)=\left(\sqrt[3]{\frac{b}{c}}, \sqrt[3]{\frac{c}{a}}, \sqrt[3]{\frac{a}{b}}\right)$ to derive

$$
\frac{a}{b}+\frac{b}{c}+\frac{c}{a} \geq \sqrt[3]{\frac{a^{2}}{b c}}+\sqrt[3]{\frac{b^{2}}{c a}}+\sqrt[3]{\frac{c^{2}}{a b}}
$$

Finally, use the fact that $a b c=1$.
Second solution. The AM-GM inequality and the fact that $a b c=1$ imply that

$$
\frac{1}{3}\left(\frac{a}{b}+\frac{a}{b}+\frac{b}{c}\right) \geq \sqrt[3]{\frac{a}{b} \frac{a}{b} \frac{b}{c}}=\sqrt[3]{\frac{a^{2}}{b c}}=\sqrt[3]{\frac{a^{3}}{a b c}}=a
$$

Similarly,

$$
\frac{1}{3}\left(\frac{b}{c}+\frac{b}{c}+\frac{c}{a}\right) \geq b \text { and } \frac{1}{3}\left(\frac{c}{a}+\frac{c}{a}+\frac{a}{b}\right) \geq c
$$

and the result follows.

Solution 1.76. Using the hypothesis, for all $k$, leads to $s-2 x_{k}>0$. Turn to the Cauchy-Schwarz inequality to show that

$$
\left(\sum_{k=1}^{n} \frac{x_{k}^{2}}{s-2 x_{k}}\right)\left(\sum_{k=1}^{n}\left(s-2 x_{k}\right)\right) \geq\left(\sum_{k=1}^{n} x_{k}\right)^{2}=s^{2}
$$

But $0<\sum_{k=1}^{n}\left(s-2 x_{k}\right)=n s-2 s$, therefore

$$
\sum_{k=1}^{n} \frac{x_{k}^{2}}{s-2 x_{k}} \geq \frac{s}{n-2}
$$

Solution 1.77. The function $f(x)=\left(x+\frac{1}{x}\right)^{2}$ is convex in $\mathbb{R}^{+}$.
Solution 1.78. The function

$$
f(a, b, c)=\frac{a}{b+c+1}+\frac{b}{a+c+1}+\frac{c}{a+b+1}+(1-a)(1-b)(1-c)
$$

is convex in each variable, therefore its maximum is attained at the endpoints.
Solution 1.79. If $x=0$, then the inequality reduces to $1+\frac{1}{\sqrt{1+y^{2}}} \leq 2$, which is true because $y \geq 0$. By symmetry, the inequality holds for $y=0$.

Now, suppose that $0<x \leq 1$ and $0<y \leq 1$. Let $u \geq 0$ and $v \geq 0$ such that $x=e^{-u}$ and $y=e^{-v}$, then the inequality becomes

$$
\frac{1}{\sqrt{1+e^{-2 u}}}+\frac{1}{\sqrt{1+e^{-2 v}}} \leq \frac{2}{\sqrt{1+e^{-(u+v)}}}
$$

that is,

$$
\frac{f(u)+f(v)}{2} \leq f\left(\frac{u+v}{2}\right)
$$

where $f(x)=\frac{1}{\sqrt{1+e^{-2 x}}}$. Since $f^{\prime \prime}(x)=\frac{1-2 e^{2 x}}{\left(1+e^{-2 x}\right)^{5 / 2} e^{4 x}}$, the function is concave in the interval $[0, \infty)$. Thus the previous inequality holds.
Solution 1.80. Find $f^{\prime \prime}(x)$.
Solution 1.81. Use $\log (\sin x)$ or the fact that

$$
\sin A \sin B=\sin \left(\frac{A+B}{2}+\frac{A-B}{2}\right) \sin \left(\frac{A+B}{2}-\frac{A-B}{2}\right) .
$$

Solution 1.82. (i) If $1+n x \leq 0$, the inequality is evident since $(1+x)^{n} \geq 0$. Suppose that $(1+n x)>0$. Apply AM-GM inequality to the numbers $(1,1, \ldots, 1,1+n x)$ with $(n-1)$ ones.
(ii) Let $a_{1}, \ldots, a_{n}$ be positive numbers and define, for each $j=1, \ldots n, \sigma_{j}=$ $\frac{a_{1}+\cdots+a_{j}}{j}$. Apply Bernoulli's inequality to show that $\left(\frac{\sigma_{j}}{\sigma_{j-1}}\right)^{j} \geq j \frac{\sigma_{j}}{\sigma_{j-1}}-(j-1)$, which implies

$$
\sigma_{j}^{j} \geq \sigma_{j-1}^{j}\left(j \frac{\sigma_{j}}{\sigma_{j-1}}-(j-1)\right)=\sigma_{j-1}^{j-1}\left(j \sigma_{j}-(j-1) \sigma_{j-1}\right)=a_{j} \sigma_{j-1}^{j-1}
$$

Then, $\sigma_{n}^{n} \geq a_{n} \sigma_{n-1}^{n-1} \geq a_{n} a_{n-1} \sigma_{n-2}^{n-2} \geq \cdots \geq a_{n} a_{n-1} \cdots a_{1}$.
Solution 1.83. If $x \geq y \geq z$, we have $x^{n}(x-y)(x-z) \geq y^{n}(x-y)(y-z)$ and $z^{n}(z-x)(z-y) \geq 0$.
Solution 1.84. Notice that $x(x-z)^{2}+y(y-z)^{2}-(x-z)(y-z)(x+y-z) \geq 0$ if and only if $x(x-z)(x-y)+y(y-z)(y-x)+z(x-z)(y-z) \geq 0$. The inequality now follows from Schür's inequality. Alternatively, we can see that the last expression is symmetric in $x, y$ and $z$, then we can assume $x \geq z \geq y$, and if we return to the original inequality, it becomes clear that

$$
x(x-z)^{2}+y(y-z)^{2} \geq 0 \geq(x-z)(y-z)(x+y-z) .
$$

Solution 1.85. The inequality is homogeneous, therefore we can assume that $a+$ $b+c=1$. Now, the terms on the left-hand side are of the form $\frac{x}{(1-x)^{2}}$ and the function $f(x)=\frac{x}{(1-x)^{2}}$ is convex, since $f^{\prime \prime}(x)=\frac{4+2 x}{(1-x)^{4}}>0$. By Jensen's inequality it follows that $\frac{a}{(1-a)^{2}}+\frac{b}{(1-b)^{2}}+\frac{c}{(1-c)^{2}} \geq 3 f\left(\frac{a+b+c}{3}\right)=3 f\left(\frac{1}{3}\right)=\left(\frac{3}{2}\right)^{2}$.
Solution 1.86. Since $(a+b+c)^{2} \geq 3(a b+b c+c a)$, we can deduce that $1+\frac{3}{a b+b c+c a} \geq$ $1+\frac{9}{(a+b+c)^{2}}$. Thus, the inequality will hold if

$$
1+\frac{9}{(a+b+c)^{2}} \geq \frac{6}{(a+b+c)}
$$

But this last inequality follows from $\left(1-\frac{3}{a+b+c}\right)^{2} \geq 0$.
Now, if $a b c=1$, consider $x=\frac{1}{a}, y=\frac{1}{b}$ and $z=\frac{1}{c}$; it follows immediately that $x y z=1$. Thus, the inequality is equivalent to

$$
1+\frac{3}{x y+y z+z x} \geq \frac{6}{x+y+z}
$$

which is the first part of this exercise.
Solution 1.87. We will use the convexity of the function $f(x)=x^{r}$ for $r \geq 1$ (its second derivative is $r(r-1) x^{r-2}$ ). First suppose that $r>s>0$. Then Jensen's inequality for the convex function $f(x)=x^{\frac{r}{s}}$ applied to $x_{1}^{s}, \ldots, x_{n}^{s}$ gives

$$
t_{1} x_{1}^{r}+\cdots+t_{n} x_{n}^{r} \geq\left(t_{1} x_{1}^{s}+\cdots+t_{n} x_{n}^{s}\right)^{\frac{r}{s}}
$$

and taking the $\frac{1}{r}$-th power of both sides gives the desired inequality.
Now suppose $0>r>s$. Then $f(x)=x^{\frac{r}{s}}$ is concave, so Jensen's inequality is reversed; however, taking $\frac{1}{r}$-th powers reverses the inequality again.

Finally, in the case $r>0>s, f(x)=x^{\frac{r}{s}}$ is again convex, and taking $\frac{1}{r}$-th powers preserves the inequality.

Solution 1.88. (i) Apply Hölder's inequality to the numbers $x_{1}^{c}, \ldots, x_{n}^{c}, y_{1}^{c}, \ldots$, $y_{n}^{c}$ with $a^{\prime}=\frac{a}{c}$ and $b^{\prime}=\frac{b}{c}$.
(ii) Proceed as in Example 1.5.9. The only extra fact that we need to prove is $x_{i} y_{i} z_{i} \leq \frac{1}{a} x_{i}^{a}+\frac{1}{b} y_{i}^{b}+\frac{1}{c} z_{i}^{c}$, but this follows from part (i) of that example.

Solution 1.89. By the symmetry of the variables in the inequality we can assume that $a \leq b \leq c$. We have two cases, (i) $b \leq \frac{a+b+c}{3}$ and (ii) $b \geq \frac{a+b+c}{3}$.
Case (i): $b \leq \frac{a+b+c}{3}$.
It happens that $\frac{a+b+c}{3} \leq \frac{a+c}{2} \leq c$, and it is true that $\frac{a+b+c}{3} \leq \frac{b+c}{2} \leq c$. Then, there exist $\lambda, \mu \in[0,1]$ such that

$$
\frac{c+a}{2}=\lambda c+(1-\lambda)\left(\frac{a+b+c}{3}\right) \quad \text { and } \quad \frac{b+c}{2}=\mu c+(1-\mu)\left(\frac{a+b+c}{3}\right) .
$$

Adding these equalities, we obtain

$$
\frac{a+b+2 c}{2}=(\lambda+\mu) c+(2-\lambda-\mu)\left(\frac{a+b+c}{3}\right)=(2-\lambda-\mu)\left(\frac{a+b-2 c}{3}\right)+2 c .
$$

Hence,

$$
\frac{a+b-2 c}{2}=(2-\lambda-\mu)\left(\frac{a+b-2 c}{3}\right)
$$

therefore $2-(\lambda+\mu)=\frac{3}{2}$ and $(\lambda+\mu)=\frac{1}{2}$.

Now, since $f$ is a convex function, we have

$$
\begin{aligned}
& f\left(\frac{a+b}{2}\right) \leq \frac{1}{2}(f(a)+f(b)) \\
& f\left(\frac{b+c}{2}\right) \leq \mu f(c)+(1-\mu) f\left(\frac{a+b+c}{3}\right) \\
& f\left(\frac{c+a}{2}\right) \leq \lambda f(c)+(1-\lambda) f\left(\frac{a+b+c}{3}\right)
\end{aligned}
$$

thus, adding these inequalities we get

$$
\begin{aligned}
& f\left(\frac{a+b}{2}\right)+f\left(\frac{b+c}{2}\right)+f\left(\frac{c+a}{2}\right) \leq \frac{1}{2} \\
&(f(a)+f(b)+f(c)) \\
&+\frac{3}{2} f\left(\frac{a+b+c}{3}\right)
\end{aligned}
$$

Case (ii): $b \geq \frac{a+b+c}{3}$.
It is similar to case (i), using the fact that $a \leq \frac{a+c}{2} \leq \frac{a+b+c}{3}$ and $a \leq \frac{a+b}{2} \leq \frac{a+b+c}{3}$.
Solution 1.90. If any of $a, b$ or $c$ is zero, the inequality is evident. Applying Popoviciu's inequality (see the previous exercise) to the function $f: \mathbb{R} \rightarrow \mathbb{R}^{+}$defined by $f(x)=\exp (2 x)$, which is convex since $f^{\prime \prime}(x)=4 \exp (2 x)>0$, we obtain

$$
\begin{aligned}
& \exp (2 x)+\exp (2 y)+\exp (2 z)+3 \exp \left(\frac{2(x+y+z)}{3}\right) \\
& \geq 2[\exp (x+y)+\exp (y+z)+\exp (z+x)] \\
& =2[\exp (x) \exp (y)+\exp (y) \exp (z)+\exp (z) \exp (x)]
\end{aligned}
$$

Setting $a=\exp (x), b=\exp (y), c=\exp (z)$, the previous inequality can be rewritten as

$$
a^{2}+b^{2}+c^{2}+3 \sqrt[3]{a^{2} b^{2} c^{2}} \geq 2(a b+b c+c a)
$$

For the second part apply the AM-GM inequality in the following way:

$$
2 a b c+1=a b c+a b c+1 \geq 3 \sqrt[3]{a^{2} b^{2} c^{2}}
$$

Solution 1.91. Apply Popoviciu's inequality to the convex function $f(x)=x+\frac{1}{x}$. We will get the inequality $\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{9}{a+b+c} \geq \frac{4}{b+c}+\frac{4}{c+a}+\frac{4}{a+b}$. Then multiply both sides by $(a+b+c)$ to finish the proof.
Solution 1.92. Observe that by using (1.8), we obtain

$$
x^{2}+y^{2}+z^{2}-|x||y|-|y||z|-|z||x|=\frac{1}{2}(|x|-|y|)^{2}+\frac{1}{2}(|y|-|z|)^{2}+\frac{1}{2}(|z|-|x|)^{2},
$$

which is clearly greater than or equal to zero. Hence

$$
|x y+y z+z x| \leq|x||y|+|y||z|+|z||x| \leq x^{2}+y^{2}+z^{2}
$$

Second solution. Apply Cauchy-Schwarz inequality to $(x, y, z)$ and $(y, z, x)$.

Solution 1.93. The inequality is equivalent to $a b+b c+c a \leq a^{2}+b^{2}+c^{2}$, which we know is true. See Exercise 1.27.
Solution 1.94. Observe that if $a+b+c=0$, then it follows from (1.7) that $a^{3}+b^{3}+c^{3}=3 a b c$. Since $(x-y)+(y-z)+(z-x)=0$, we can derive the following factorization:

$$
(x-y)^{3}+(y-z)^{3}+(z-x)^{3}=3(x-y)(y-z)(z-x) .
$$

Solution 1.95. Assume, without loss of generality, that $a \geq b \geq c$. We need to prove that

$$
-a^{3}+b^{3}+c^{3}+3 a b c \geq 0
$$

Since

$$
-a^{3}+b^{3}+c^{3}+3 a b c=(-a)^{3}+b^{3}+c^{3}-3(-a) b c
$$

the latter expression factors into

$$
\frac{1}{2}(-a+b+c)\left((a+b)^{2}+(a+c)^{2}+(b-c)^{2}\right)
$$

The conclusion now follows from the triangle inequality, $b+c>a$.
Solution 1.96. Let $p=|(x-y)(y-z)(z-x)|$. Using AM-GM inequality on the right-hand side of identity (1.8), we get

$$
\begin{equation*}
x^{2}+y^{2}+z^{2}-x y-y z-z x \geq \frac{3}{2} \sqrt[3]{p^{2}} \tag{4.1}
\end{equation*}
$$

Now, since $|x-y| \leq x+y,|y-z| \leq y+z,|z-x| \leq z+x$, it follows that

$$
\begin{equation*}
2(x+y+z) \geq|x-y|+|y-z|+|z-x| \tag{4.2}
\end{equation*}
$$

Applying again the AM-GM inequality leads to

$$
2(x+y+z) \geq 3 \sqrt[3]{p}
$$

and the result follows from inequalities (4.1) and (4.2).
Solution 1.97. Using identity (1.7), the condition $x^{3}+y^{3}+z^{3}-3 x y z=1$ can be factorized as

$$
\begin{equation*}
(x+y+z)\left(x^{2}+y^{2}+z^{2}-x y-y z-z x\right)=1 \tag{4.3}
\end{equation*}
$$

Let $A=x^{2}+y^{2}+z^{2}$ and $B=x+y+z$. Notice that $B^{2}-A=2(x y+y z+z x)$. By identity (1.8), we have that $B>0$. Equation (4.3) now becomes

$$
B\left(A-\frac{B^{2}-A}{2}\right)=1
$$

therefore $3 A=B^{2}+\frac{2}{B}$. Since $B>0$, we may apply the AM-GM inequality to obtain

$$
3 A=B^{2}+\frac{2}{B}=B^{2}+\frac{1}{B}+\frac{1}{B} \geq 3
$$

that is, $A \geq 1$. For instance, the minimum $A=1$ is attained when $(x, y, z)=$ $(1,0,0)$.

Solution 1.98. Inequality (1.11) helps to establish

$$
\frac{1}{a}+\frac{1}{b}+\frac{4}{c}+\frac{16}{d} \geq \frac{(1+1+2+4)^{2}}{a+b+c+d}=\frac{64}{a+b+c+d}
$$

Solution 1.99. Apply inequality (1.11) twice over to get

$$
a^{4}+b^{4}=\frac{a^{4}}{1}+\frac{b^{4}}{1} \geq \frac{\left(a^{2}+b^{2}\right)^{2}}{2} \geq \frac{\left(\frac{(a+b)^{2}}{2}\right)^{2}}{2}=\frac{(a+b)^{4}}{8}
$$

Solution 1.100. Express the left-hand side as

$$
\frac{(\sqrt{2})^{2}}{x+y}+\frac{(\sqrt{2})^{2}}{y+z}+\frac{(\sqrt{2})^{2}}{z+x}
$$

and use inequality (1.11).
Solution 1.101. Express the left-hand side as

$$
\frac{x^{2}}{a x y+b z x}+\frac{y^{2}}{a y z+b x y}+\frac{z^{2}}{a z x+b y z},
$$

and then use inequality (1.11) to get

$$
\frac{x^{2}}{a x y+b z x}+\frac{y^{2}}{a y z+b x y}+\frac{z^{2}}{a z x+b y z} \geq \frac{(x+y+z)^{2}}{(a+b)(x y+y z+z x)} \geq \frac{3}{a+b},
$$

where the last inequality follows from (1.8).
Solution 1.102. Rewrite the left-hand side as

$$
\frac{a^{2}}{a+b}+\frac{b^{2}}{b+c}+\frac{c^{2}}{a+c}+\frac{b^{2}}{a+b}+\frac{c^{2}}{b+c}+\frac{a^{2}}{a+c}
$$

and then apply inequality (1.11).
Solution 1.103. (i) Express the left-hand side as

$$
\frac{x^{2}}{x^{2}+2 x y+3 z x}+\frac{y^{2}}{y^{2}+2 y z+3 x y}+\frac{z^{2}}{z^{2}+2 z x+3 y z}
$$

and apply inequality (1.11) to get

$$
\frac{x}{x+2 y+3 z}+\frac{y}{y+2 z+3 x}+\frac{z}{z+2 x+3 y} \geq \frac{(x+y+z)^{2}}{x^{2}+y^{2}+z^{2}+5(x y+y z+z x)} .
$$

Now it suffices to prove that

$$
\frac{(x+y+z)^{2}}{x^{2}+y^{2}+z^{2}+5(x y+y z+z x)} \geq \frac{1}{2}
$$

but this is equivalent to $x^{2}+y^{2}+z^{2} \geq x y+y z+z x$.
(ii) Proceed as in part (i), expressing the left-hand side as

$$
\frac{w^{2}}{x w+2 y w+3 z w}+\frac{x^{2}}{x y+2 x z+3 x w}+\frac{y^{2}}{y z+2 y w+3 x y}+\frac{z^{2}}{z w+2 x z+3 y z}
$$

then use inequality (1.11) to get

$$
\begin{gathered}
\frac{w}{x+2 y+3 z}+\frac{x}{y+2 z+3 w}+\frac{y}{z+2 w+3 x}+\frac{z}{w+2 x+3 y} \\
\geq \frac{(w+x+y+z)^{2}}{4(w x+x y+y z+z w+w y+x z)}
\end{gathered}
$$

Then, the inequality we have to prove becomes

$$
\frac{(w+x+y+z)^{2}}{4(w x+x y+y z+z w+w y+x z)} \geq \frac{2}{3}
$$

which is equivalent to $3\left(w^{2}+x^{2}+y^{2}+z^{2}\right) \geq 2(w x+x y+y z+z w+w y+x z)$. This follows by using the AM-GM inequality six times under the form $x^{2}+y^{2} \geq 2 x y$.

Solution 1.104. We again apply inequality (1.11) to get

$$
\begin{gathered}
\frac{x^{2}}{(x+y)(x+z)}+\frac{y^{2}}{(y+z)(y+x)}+\frac{z^{2}}{(z+x)(z+y)} \\
\geq \frac{(x+y+z)^{2}}{x^{2}+y^{2}+z^{2}+3(x y+y z+z x)}
\end{gathered}
$$

Also, the inequality

$$
\frac{(x+y+z)^{2}}{x^{2}+y^{2}+z^{2}+3(x y+y z+z x)} \geq \frac{3}{4}
$$

is equivalent to

$$
x^{2}+y^{2}+z^{2} \geq x y+y z+z x
$$

Solution 1.105. We express the left-hand side as

$$
\frac{a^{2}}{a(b+c)}+\frac{b^{2}}{b(c+d)}+\frac{c^{2}}{c(d+a)}+\frac{d^{2}}{d(a+b)}
$$

and apply inequality (1.11) to get

$$
\frac{a^{2}}{a(b+c)}+\frac{b^{2}}{b(c+d)}+\frac{c^{2}}{c(d+a)}+\frac{d^{2}}{d(a+b)} \geq \frac{(a+b+c+d)^{2}}{a(b+2 c+d)+b(c+d)+d(b+c)}
$$

On the other hand, observe that

$$
\begin{aligned}
& \frac{(a+b+c+d)^{2}}{(a c+b d)+(a b+a c+a d+b c+b d+c d)} \\
& =\frac{a^{2}+b^{2}+c^{2}+d^{2}+2 a b+2 a c+2 a d+2 b c+2 b d+2 c d}{(a c+b d)+(a b+a c+a d+b c+b d+c d)}
\end{aligned}
$$

To prove that this last expression is greater than 2 is equivalent to showing that $a^{2}+c^{2} \geq 2 a c$ and $b^{2}+d^{2} \geq 2 b d$, which can be done using the AM-GM inequality.

Solution 1.106. We express the left-hand side as

$$
\frac{a^{2}}{a b+a c}+\frac{b^{2}}{b c+b d}+\frac{c^{2}}{c d+c e}+\frac{d^{2}}{d e+a d}+\frac{e^{2}}{a e+b e}
$$

and apply inequality (1.11) to get

$$
\frac{a^{2}}{a b+a c}+\frac{b^{2}}{b c+b d}+\frac{c^{2}}{c d+c e}+\frac{d^{2}}{d e+a d}+\frac{e^{2}}{a e+b e} \geq \frac{(a+b+c+d+e)^{2}}{\sum a b}
$$

Since

$$
(a+b+c+d+e)^{2}=\sum a^{2}+2 \sum a b
$$

we have to prove that

$$
2 \sum a^{2}+4 \sum a b \geq 5 \sum a b
$$

which is equivalent to

$$
2 \sum a^{2} \geq \sum a b
$$

The last inequality follows from $\sum a^{2} \geq \sum a b$.
Solution 1.107. (i) Using Tchebyshev's inequality with the collections ( $a \geq b \geq c$ ) and ( $\frac{a^{2}}{x} \geq \frac{b^{2}}{y} \geq \frac{c^{2}}{z}$ ), we obtain

$$
\frac{1}{3}\left(\frac{a^{3}}{x}+\frac{b^{3}}{y}+\frac{c^{3}}{z}\right) \geq \frac{\frac{a^{2}}{x}+\frac{b^{2}}{y}+\frac{c^{2}}{z}}{3} \cdot \frac{a+b+c}{3}
$$

then by (1.11), we can deduce that

$$
\frac{a^{2}}{x}+\frac{b^{2}}{y}+\frac{c^{2}}{z} \geq \frac{(a+b+c)^{2}}{x+y+z}
$$

Therefore

$$
\frac{a^{3}}{x}+\frac{b^{3}}{y}+\frac{c^{3}}{z} \geq \frac{(a+b+c)^{2}}{x+y+z} \cdot \frac{a+b+c}{3}
$$

(ii) By Exercise 1.88, we have

$$
\left(\frac{a^{3}}{x}+\frac{b^{3}}{y}+\frac{c^{3}}{z}\right)^{\frac{1}{3}}(1+1+1)^{\frac{1}{3}}(x+y+z)^{\frac{1}{3}} \geq a+b+c
$$

Raising to the cubic power both sides and then dividing both sides by $3(x+y+z)$ we obtain the result.

Solution 1.108. Using inequality (1.11), we obtain

$$
\begin{aligned}
& \frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{x_{1}+x_{2}+\cdots+x_{n}} \\
& =\frac{x_{1}^{2}}{x_{1}+x_{2}+\cdots+x_{n}}+\frac{x_{2}^{2}}{x_{1}+x_{2}+\cdots+x_{n}}+\cdots+\frac{x_{n}^{2}}{x_{1}+x_{2}+\cdots+x_{n}} \\
& \geq \frac{\left(x_{1}+x_{2}+\cdots+x_{n}\right)^{2}}{n\left(x_{1}+x_{2}+\cdots+x_{n}\right)}=\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}
\end{aligned}
$$

Thus, it is enough to prove that

$$
\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{\frac{k_{n}}{t}} \geq x_{1} \cdot x_{2} \cdots \cdot x_{n}
$$

Since $k=\max \left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \geq \min \left\{x_{1}, x_{2}, \ldots, x_{n}\right\}=t$, we have that $\frac{k n}{t} \geq n$ and since $\frac{x_{1}+x_{2}+\cdots+x_{n}}{n} \geq 1$, because all the $x_{i}$ are positive integers, it is enough to prove that

$$
\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{n} \geq x_{1} \cdot x_{2} \cdots \cdots x_{n}
$$

which is equivalent to the AM-GM inequality.
Because all the intermediate inequalities are valid as equalities when $x_{1}=$ $x_{2}=\cdots=x_{n}$, we conclude that equality happens when $x_{1}=x_{2}=\cdots=x_{n}$.
Solution 1.109. Using the substitution $a=\frac{x}{y}, b=\frac{y}{z}$ and $c=\frac{z}{x}$, the inequality takes the form

$$
\frac{a^{3}}{a^{3}+2}+\frac{b^{3}}{b^{3}+2}+\frac{c^{3}}{c^{3}+2} \geq 1
$$

and with the extra condition, $a b c=1$.
In order to prove this last inequality the extra condition is used as follows:

$$
\begin{aligned}
\frac{a^{3}}{a^{3}+2}+\frac{b^{3}}{b^{3}+2}+\frac{c^{3}}{c^{3}+2} & =\frac{a^{3}}{a^{3}+2 a b c}+\frac{b^{3}}{b^{3}+2 a b c}+\frac{c^{3}}{c^{3}+2 a b c} \\
& =\frac{a^{2}}{a^{2}+2 b c}+\frac{b^{2}}{b^{2}+2 c a}+\frac{c^{2}}{c^{2}+2 a b} \\
& \geq \frac{(a+b+c)^{2}}{a^{2}+b^{2}+c^{2}+2 b c+2 c a+2 a b}=1
\end{aligned}
$$

The inequality above follows from inequality (1.11).

Solution 1.110. With the substitution $x=\frac{a}{b}, y=\frac{b}{c}, z=\frac{c}{a}$, the inequality takes the form

$$
\frac{a}{b+c}+\frac{b}{c+a}+\frac{c}{a+b} \geq \frac{3}{2}
$$

which is Nesbitt's inequality (Example 1.4.8).
Solution 1.111. Use the substitution $x_{1}=\frac{a_{2}}{a_{1}}, x_{2}=\frac{a_{3}}{a_{2}}, \ldots, x_{n}=\frac{a_{1}}{a_{n}}$. Since $\frac{1}{1+x_{1}+x_{1} x_{2}}=\frac{1}{1+\frac{a_{2}}{a_{1}}+\frac{a_{2}}{a_{1}} \frac{a_{3}}{a_{2}}}=\frac{a_{1}}{a_{1}+a_{2}+a_{3}}$ and similarly for the other terms on the left-hand side of the inequality, the inequality we have to prove becomes

$$
\frac{a_{1}}{a_{1}+a_{2}+a_{3}}+\frac{a_{2}}{a_{2}+a_{3}+a_{4}}+\cdots+\frac{a_{n}}{a_{n}+a_{1}+a_{2}}>1 .
$$

But this inequality is easy to prove. It is enough to observe that for all $i=1, \ldots, n$ we have

$$
a_{i}+a_{i+1}+a_{i+2}<a_{1}+a_{2}+\cdots+a_{n}
$$

Solution 1.112. Using the substitution $x=\frac{1}{a}, y=\frac{1}{b}, z=\frac{1}{c}$, the condition $a b+$ $b c+c a=a b c$ becomes $x+y+z=1$ and the inequality is equivalent to

$$
\frac{x^{4}+y^{4}}{x^{3}+y^{3}}+\frac{y^{4}+z^{4}}{y^{3}+z^{3}}+\frac{z^{4}+x^{4}}{z^{3}+x^{3}} \geq 1=x+y+z
$$

Tchebyshev's inequality can be used to prove that

$$
\frac{x^{4}+y^{4}}{2} \geq \frac{x^{3}+y^{3}}{2} \frac{x+y}{2}
$$

thus

$$
\frac{x^{4}+y^{4}}{x^{3}+y^{3}}+\frac{y^{4}+z^{4}}{y^{3}+z^{3}}+\frac{z^{4}+x^{4}}{z^{3}+x^{3}} \geq \frac{x+y}{2}+\frac{y+z}{2}+\frac{z+x}{2}
$$

Solution 1.113. The inequality on the right-hand side follows from inequality (1.11). For the inequality on the left-hand side, the substitution $x=\frac{b c}{a}, y=\frac{c a}{b}$, $z=\frac{a b}{c}$ transforms the inequality into

$$
\frac{x+y+z}{3} \geq \sqrt{\frac{y z+z x+x y}{3}}
$$

Squaring both sides, we obtain $3(x y+y z+z x) \leq(x+y+z)^{2}$, which is valid if and only if $(x y+y z+z x) \leq x^{2}+y^{2}+z^{2}$, something we already know.

Solution 1.114. Note that

$$
\begin{aligned}
\frac{a-2}{a+1}+\frac{b-2}{b+1}+\frac{c-2}{c+1} \leq 0 & \Leftrightarrow 3-3\left(\frac{1}{a+1}+\frac{1}{b+1}+\frac{1}{c+1}\right) \leq 0 \\
& \Leftrightarrow 1 \leq \frac{1}{a+1}+\frac{1}{b+1}+\frac{1}{c+1}
\end{aligned}
$$

Using the substitution $a=\frac{2 x}{y}, b=\frac{2 y}{z}, c=\frac{2 z}{x}$, we get

$$
\begin{aligned}
\frac{1}{a+1}+\frac{1}{b+1}+\frac{1}{c+1} & =\frac{1}{\frac{2 x}{y}+1}+\frac{1}{\frac{2 y}{z}+1}+\frac{1}{\frac{2 z}{x}+1} \\
& =\frac{y}{2 x+y}+\frac{z}{2 y+z}+\frac{x}{2 z+x} \\
& =\frac{y^{2}}{2 x y+y^{2}}+\frac{z^{2}}{2 y z+z^{2}}+\frac{x^{2}}{2 z x+x^{2}} \\
& \geq \frac{(x+y+z)^{2}}{2 x y+y^{2}+2 y z+z^{2}+2 z x+x^{2}}=1
\end{aligned}
$$

The only inequality in the expression follows from inequality (1.11).
Solution 1.115. Observe that

$$
[5,0,0]=\frac{2}{6}\left(a^{5}+b^{5}+c^{5}\right) \geq \frac{2}{6}\left(a^{3} b c+b^{3} c a+c^{3} a b\right)=[3,1,1]
$$

where Muirhead's theorem has been used.
Solution 1.116. Using Heron's formula for the area of a triangle, we can rewrite the inequality as

$$
a^{2}+b^{2}+c^{2} \geq 4 \sqrt{3} \sqrt{\frac{(a+b+c)}{2} \frac{(a+b-c)}{2} \frac{(a+c-b)}{2} \frac{(b+c-a)}{2}}
$$

This is equivalent to

$$
\begin{aligned}
\left(a^{2}+b^{2}+c^{2}\right)^{2} & \geq 3\left[\left((a+b)^{2}-c^{2}\right)\left(c^{2}-(b-a)^{2}\right)\right] \\
& =3\left(2 c^{2} a^{2}+2 c^{2} b^{2}+2 a^{2} b^{2}-\left(a^{4}+b^{4}+c^{4}\right)\right)
\end{aligned}
$$

that is, $a^{4}+b^{4}+c^{4} \geq a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}$, which, in terms of Muirhead's theorem, is equivalent to proving $[4,0,0] \geq[2,2,0]$.

Second solution. Using the substitution

$$
x=a+b-c, \quad y=a-b+c, \quad z=-a+b+c
$$

we obtain $x+y+z=a+b+c$; then, using Heron's formula we get

$$
4(A B C)=\sqrt{(a+b+c)(x y z)} \leq \sqrt{(a+b+c) \frac{(x+y+z)^{3}}{27}}=\frac{(a+b+c)^{2}}{3 \sqrt{3}}
$$

Now we only need to prove that $(a+b+c)^{2} \leq 3\left(a^{2}+b^{2}+c^{2}\right)$. This last inequality follows from Muirhead's theorem, since $[1,1,0] \leq[2,0,0]$.

Solution 1.117. Notice that

$$
\begin{aligned}
& \frac{a}{(a+b)(a+c)}+\frac{b}{(b+c)(b+a)}+\frac{c}{(c+a)(c+b)} \leq \frac{9}{4(a+b+c)} \\
& \Leftrightarrow 8(a b+b c+c a)(a+b+c) \leq 9(a+b)(b+c)(c+a) \\
& \Leftrightarrow 24 a b c+8 \sum\left(a^{2} b+a b^{2}\right) \leq 9 \sum\left(a^{2} b+a b^{2}\right)+18 a b c \\
& \Leftrightarrow 6 a b c \leq a^{2} b+a b^{2}+b^{2} c+b c^{2}+c^{2} a+c a^{2} \\
& \Leftrightarrow[1,1,1] \leq[2,1,0]
\end{aligned}
$$

Solution 1.118. The inequality is equivalent to

$$
a^{3}+b^{3}+c^{3} \geq a b(a+b-c)+b c(b+c-a)+c a(c+a-b) .
$$

Setting $x=a+b-c, y=b+c-a, z=a+c-b$, we get $a=\frac{z+x}{2}, b=\frac{x+y}{2}$, $c=\frac{y+z}{2}$. Then, the inequality we have to prove is

$$
\frac{1}{8}\left((z+x)^{3}+(x+y)^{3}+(y+z)^{3}\right) \geq \frac{1}{4}((z+x)(x+y) x+(x+y)(y+z) y+(y+z)(z+x) z)
$$

which is again equivalent to

$$
3\left(x^{2} y+y^{2} x+\cdots+z^{2} x\right) \geq 2\left(x^{2} y+\cdots\right)+6 x y z
$$

or

$$
x^{2} y+y^{2} x+y^{2} z+z^{2} y+z^{2} x+x^{2} z \geq 6 x y z
$$

and applying Muirhead's theorem we obtain the result when $x, y, z$ are nonnegative. If one of them is negative (and it cannot be more than one at a time), we will get

$$
x^{2}(y+z)+y^{2}(z+x)+z^{2}(x+y)=x^{2} 2 c+y^{2} 2 a+z^{2} 2 b \geq 0
$$

but $6 x y z$ is negative, which ends the proof.
Solution 1.119. Observe that

$$
\frac{a^{3}}{b^{2}-b c+c^{2}}+\frac{b^{3}}{c^{2}-c a+a^{2}}+\frac{c^{3}}{a^{2}-a b+b^{2}} \geq a+b+c
$$

is equivalent to the inequality

$$
\frac{a^{3}(b+c)}{b^{3}+c^{3}}+\frac{b^{3}(c+a)}{c^{3}+a^{3}}+\frac{c^{3}(a+b)}{a^{3}+b^{3}} \geq a+b+c
$$

which in turn is equivalent to

$$
\begin{aligned}
& a^{3}(b+c)\left(a^{3}+c^{3}\right)\left(a^{3}+b^{3}\right)+b^{3}(c+a)\left(b^{3}+c^{3}\right)\left(a^{3}+b^{3}\right) \\
& \quad+c^{3}(a+b)\left(a^{3}+c^{3}\right)\left(b^{3}+c^{3}\right) \\
& \geq(a+b+c)\left(a^{3}+b^{3}\right)\left(b^{3}+c^{3}\right)\left(c^{3}+a^{3}\right)
\end{aligned}
$$

The last inequality can be written in the terminology of Muirhead's theorem as

$$
\begin{aligned}
{[9,1,0]+[6,4,0]+[6,3,1]+[4,3,3] } & \geq\left(\frac{1}{2}[1,0,0]\right)\left([6,3,0]+\frac{1}{3}[3,3,3]\right) \\
& =[7,3,0]+[6,4,0]+[6,3,1]+[4,3,3] \\
& \Leftrightarrow[9,1,0] \geq[7,3,0]
\end{aligned}
$$

a direct result of Muirhead's theorem.
Solution 1.120. Suppose that $a \leq b \leq c$, then

$$
\frac{1}{(1+b)(1+c)} \leq \frac{1}{(1+c)(1+a)} \leq \frac{1}{(1+a)(1+b)}
$$

Use Tchebyshev's inequality to prove that

$$
\begin{aligned}
& \frac{a^{3}}{(1+b)(1+c)}+\frac{b^{3}}{(1+c)(1+a)}+\frac{c^{3}}{(1+a)(1+b)} \\
& \geq \frac{1}{3}\left(a^{3}+b^{3}+c^{3}\right)\left(\frac{1}{(1+b)(1+c)}+\frac{1}{(1+a)(1+c)}+\frac{1}{(1+a)(1+b)}\right) \\
& =\frac{1}{3}\left(a^{3}+b^{3}+c^{3}\right) \frac{3+(a+b+c)}{(1+a)(1+b)(1+c)}
\end{aligned}
$$

Finally, use the facts that $\frac{1}{3}\left(a^{3}+b^{3}+c^{3}\right) \geq\left(\frac{a+b+c}{3}\right)^{3}, \frac{a+b+c}{3} \geq 1$ and $(1+a)(1+$ b) $(1+c) \leq\left(\frac{3+a+b+c}{3}\right)^{3}$ to see that

$$
\frac{1}{3}\left(a^{3}+b^{3}+c^{3}\right) \frac{3+(a+b+a)}{(1+a)(1+b)(1+c)} \geq\left(\frac{a+b+c}{3}\right)^{3} \frac{6}{\left(1+\frac{a+b+c}{3}\right)^{3}} \geq \frac{6}{8}
$$

For the last inequality, notice that $\frac{\frac{a+b+c}{3}}{1+\frac{a+b+c}{3}} \geq \frac{1}{2}$.
Second solution. Multiplying by the common denominator and expanding both sides, the desired inequality becomes

$$
4\left(a^{4}+b^{4}+c^{4}+a^{3}+b^{3}+c^{3}\right) \geq 3(1+a+b+c+a b+b c+c a+a b c)
$$

Since $4\left(a^{4}+b^{4}+c^{4}+a^{3}+b^{3}+c^{3}\right)=4(3[4,0,0]+3[3,0,0])$ and $3(1+a+b+c+$ $a b+b c+c a+a b c)=3([0,0,0]+3[1,0,0]+3[1,1,0]+[1,1,1])$, the inequality is equivalent to

$$
4[4,0,0]+4[3,0,0] \geq[0,0,0]+3[1,0,0]+3[1,1,0]+[1,1,1] .
$$

Now, note that

$$
[4,0,0] \geq\left[\frac{4}{3}, \frac{4}{3}, \frac{4}{3}\right]=a^{\frac{4}{3}} b^{\frac{4}{3}} c^{\frac{4}{3}}=1=[0,0,0]
$$

where it has been used that $a b c=1$. Also,

$$
3[4,0,0] \geq 3[2,1,1]=3 \frac{1}{3}\left(a^{2} b c+b^{2} c a+c^{2} a b\right)=3 \frac{1}{3}(a+b+c)=3[1,0,0]
$$

and

$$
\begin{aligned}
3[3,0,0] \geq 3\left[\frac{4}{3}, \frac{4}{3}, \frac{1}{3}\right] & =3 \frac{1}{3}\left(a^{\frac{4}{3}} b^{\frac{4}{3}} c^{\frac{1}{3}}+b^{\frac{4}{3}} c^{\frac{4}{3}} a^{\frac{1}{3}}+c^{\frac{4}{3}} a^{\frac{4}{3}} b^{\frac{1}{3}}\right) \\
& =3 \frac{1}{3}(a b+b c+c a)=3[1,0,0]
\end{aligned}
$$

Finally, $[3,0,0] \geq[1,1,1]$. Adding these results, we get the desired inequality.

### 4.2 Solutions to the exercises in Chapter 2

Solution 2.1. (i) Draw a segment $B C$ of length $a$, a circle with radius $c$ and center in $B$, and a circle with radius $b$ and center in $C$, under what circumstances do they intersect?
(ii) It follows from (i).
(iii) $a=x+y, b=y+z, c=z+x \Leftrightarrow x=\frac{a+c-b}{2}, y=\frac{a+b-c}{2}, z=\frac{b+c-a}{2}$.

Solution 2.2. (i) $c<a+b \Rightarrow c<a+b+2 \sqrt{a b}=(\sqrt{a}+\sqrt{b})^{2} \Rightarrow \sqrt{c}<\sqrt{a}+\sqrt{b}$.
(ii) With 2,3 and 4 it is possible to construct a triangle but with 4,9 and 16 it is not possible to do so.
(iii) $a<b<c \Rightarrow a+b<a+c<b+c \Rightarrow \frac{1}{b+c}<\frac{1}{c+a}<\frac{1}{a+b}$, then it is sufficient to see that $\frac{1}{a+b}<\frac{1}{b+c}+\frac{1}{c+a}$, and it will be even easier to see that $\frac{1}{c}<\frac{1}{b+c}+\frac{1}{c+a}$.
Solution 2.3. Use the fact that if $a, b, c$ are the lengths of the sides of a triangle, the angle that is opposed to the side $c$ is either $90^{\circ}$ or acute or obtuse if $c^{2}$ is equal, less or greater than $a^{2}+b^{2}$, respectively. Now, suppose that $a \leq b \leq c \leq d \leq e$ and that the segments $(a, b, c)$ and $(c, d, e)$ do not form an acute triangle; since $c^{2} \geq a^{2}+b^{2}$ and $e^{2} \geq c^{2}+d^{2}$, we deduce that $e^{2} \geq a^{2}+b^{2}+d^{2} \geq a^{2}+b^{2}+c^{2} \geq$ $a^{2}+b^{2}+a^{2}+b^{2}=(a+b)^{2}+(a-b)^{2} \geq(a+b)^{2}$, hence $a+b \leq e$, which is a contradiction.

Solution 2.4. Since $\angle A>\angle B$ then $B C>C A$. Using the triangle inequality we obtain $A B<B C+C A$, and by the previous statement, $A B<2 B C$.

Solution 2.5. (i) Let $O$ be the intersection point of the diagonals $A C$ and $B D$. Apply the triangle inequality to the triangles $A B O$ and $C D O$. Adding the inequalities, we get $A B+C D<A C+B D$. On the other hand, by hypothesis we have that $A B+B D<A C+C D$. Adding these last two inequalities we get $A B<A C$. (ii) Let $D E$ be parallel to $B C$, then $\angle E D A<\angle B C D<\angle A$; therefore $D E>\frac{1}{2} A D$ and hence $\frac{1}{2} A D<D E<B C$. Refer to the previous exercise.

Solution 2.6. Each $d_{i}$ is less than the sum of the lengths of two sides. Also, use the fact that in a convex quadrilateral the sum of the lengths of two opposite sides is less than the sum of the lengths of the diagonals.

Solution 2.7. Use the triangle inequality in the triangles $A B A^{\prime}$ and $A A^{\prime} C$ to prove that $c<m_{a}+\frac{1}{2} a$ and $b<m_{a}+\frac{1}{2} a$.
Solution 2.8. If $\alpha, \beta, \gamma$ are the angles of a triangle in $A, B$ and $C$, respectively, and if $\alpha_{1}=\angle B A A^{\prime}$ and $\alpha_{2}=\angle A^{\prime} A C$, then, using $\mathrm{D} 2, \beta>\alpha_{1}$ and $\gamma>\alpha_{2}$. Therefore, $180^{\circ}=\alpha+\beta+\gamma>\alpha_{1}+\alpha_{2}+\alpha=2 \alpha$. Or, if we draw a circle with diameter $B C$, $A$ should lie outside the circle and then $\angle B A C<90^{\circ}$.

Solution 2.9. Construct a parallelogram $A B D C$, with one diagonal $B C$ and the other $A D$ which is equal to two times the length of $A A^{\prime}$ and use D 2 on the triangle $A B D$.

Solution 2.10. Complete a parallelogram as in the previous solution to prove that $m_{a}<\frac{b+c}{2}$. Similarly, $m_{b}<\frac{a+c}{2}$ and $m_{c}<\frac{a+b}{2}$. To prove the left hand side inequality, let $A^{\prime}, B^{\prime}$ and $C^{\prime}$ be the midpoints of the sides $B C, C A$ and $A B$, respectively.


Extend the segment $C^{\prime} B^{\prime}$ to a point $A^{\prime \prime}$ such that $C^{\prime} A^{\prime \prime}=B C$. Apply the previous result to the triangle $A A^{\prime} A^{\prime \prime}$ with side-lengths $m_{a}, m_{b}$ and $m_{c}$.
Solution 2.11. Consider the quadrilateral $A B C D$ and let $O$ be a point on the exterior of the quadrilateral so that $A O B$ is similar to $A C D$, and thus $O A C$ and $B A D$ are also similar. If $O, B$ and $C$ are collinear, we have an equality, otherwise we have an inequality. ${ }^{17}$
Solution 2.12. Set $a=A B, b=B C, c=C D, d=D A, m=A C$ and $n=B D$. Let $R$ be the radius of the circumcircle of $A B C D$. Thus we have ${ }^{18}$

$$
\begin{aligned}
& (A B C D)=(A B C)+(C D A)=\frac{m(a b+c d)}{4 R} \\
& (A B C D)=(B C D)+(D A B)=\frac{n(b c+a d)}{4 R}
\end{aligned}
$$

[^12]Therefore

$$
\begin{aligned}
\frac{m}{n}=\frac{b c+a d}{a b+c d}>1 & \Leftrightarrow b c+a d>a b+c d \\
& \Leftrightarrow(d-b)(a-c)>0
\end{aligned}
$$

Solution 2.13. Apply to the triangle $A B P$ a rotation of $60^{\circ}$ with center at $A$. Under the rotation the point $B$ goes to the point $C$, and let $P^{\prime}$ be the image of $P$. The triangle $P P^{\prime} C$ has as sides $P P^{\prime}=P A, P^{\prime} C=P B$ and $P C$, and then the result.


Second solution. Apply Ptolemy's inequality (see Exercise 2.11) to the quadrilaterals $A B C P, A B P C$ and $A P B C$; after cancellation of common terms we obtain that $P B<P C+P A, P A<P C+P B$ and $P C<P A+P B$, respectively, which establish the existence of the triangle.

Third solution. For the case when $P$ is inside $A B C$. Let $P^{\prime}$ be the point where $A P$ intersects the side $B C$. Next, use that $A P<A P^{\prime}<A B=B C<P B+P C$. In a similar way, the other inequalities $P B<P C+P A$ and $P C<P A+P B$ hold.

Solution 2.14. Set $a=A B, b=B C, x=A C, y=B D$. Remember that in a paralelogram we have $2\left(a^{2}+b^{2}\right)=x^{2}+y^{2}$. We can suppose, without loss of generality, that $a \leq b$. It is clear that $2 b<x+y$, therefore $(2 b)^{2}<(x+y)^{2}=$ $x^{2}+y^{2}+2 x y=2\left(a^{2}+b^{2}\right)+2 x y$. Simplifying, we get $2\left(b^{2}-a^{2}\right)<2 x y$.

Solution 2.15. (i) Extend the medians $A A^{\prime}, B B^{\prime}$ and $C C^{\prime}$ until they intersect the circumcircle at $A_{1}, B_{1}$ and $C_{1}$, respectively. Use the power of $A^{\prime}$ to establish that $A^{\prime} A_{1}=\frac{a^{2}}{4 m_{a}}$. Also, use the facts that $m_{a}+A^{\prime} A_{1} \leq 2 R$ and that the length of the median satisfies $m_{a}^{2}=\frac{2\left(b^{2}+c^{2}\right)-a^{2}}{4}$, that is, $4 m_{a}^{2}+a^{2}=2\left(b^{2}+c^{2}\right)$. We have analogous expressions for $m_{b}$ and $m_{c}$.
(ii) Use Ptolemy's inequality in the quadrilaterals $A C^{\prime} G B^{\prime}, B A^{\prime} G C^{\prime}$ and $C B^{\prime} G A^{\prime}$, where $G$ denotes the centroid. For instance, from the first quadrilateral we get $\frac{2}{3} m_{a} \frac{a}{2} \leq \frac{b}{2} \frac{m_{c}}{3}+\frac{c}{2} \frac{m_{b}}{3}$, then $2 m_{a} a^{2} \leq a b m_{c}+c a m_{b}$.

Solution 2.16. Using the formula $4 m_{b}^{2}+b^{2}=2\left(c^{2}+a^{2}\right)$, we observe that $m_{b}^{2}-m_{c}^{2}=$ $\frac{3}{4}\left(c^{2}-b^{2}\right)$. Now, using the triangle inequality, prove that $m_{b}+m_{c}<\frac{3}{2}(b+c)$. From this you can deduce the left-hand side inequality.

The right-hand side inequality can be obtained from the first when applied to the triangle of sides ${ }^{19}$ with lengths $m_{a}, m_{b}$ and $m_{c}$.
Solution 2.17. Let $a, b, c$ be the lengths of the sides of $A B C$. If $E$ and $F$ are the projections of $I_{a}$ on the sides $A B$ and $C A$, respectively, it is clear that if $r_{a}$ is the radius of the excircle, we have that $r_{a}=I_{a} E=E A=A F=F I_{a}=s$, where $s$ is the semiperimeter of $A B C$. Also, if $h_{a}$ is the altitude of the triangle $A B C$ from vertex $A$, then $\frac{A D}{D I_{a}}=\frac{h_{a}}{r_{a}}$. Since $a h_{a}=b c$, we have that

$$
\frac{A D}{D I_{a}}=\frac{h_{a}}{r_{a}}=\frac{b c}{a s}=\left(\frac{a b c}{4 R}\right)\left(\frac{4 R r}{a^{2}}\right)\left(\frac{1}{r s}\right)=\frac{4 R r}{a^{2}}
$$

where $r$ and $R$ are the inradius and the circumradius of $A B C$, respectively. Since $2 R=a$ and $2 r=b+c-a$, therefore $\frac{A D}{D I_{a}}=\frac{b+c-a}{a}=\frac{b+c}{a}-1$. Then, it is enough to prove that $\frac{b+c}{a} \leq \sqrt{2}$ or, equivalently, that $2 b c \leq a^{2}$, but $b c=\sqrt{b^{2} c^{2}} \leq \frac{b^{2}+c^{2}}{2}=\frac{a^{2}}{2}$.
Solution 2.18. Simplifying, the first inequality is equivalent to $a b+b c+c a \leq$ $a^{2}+b^{2}+c^{2}$, which follows from Exercise 1.27. For the second one, expand $(a+b+c)^{2}$ and use the triangle inequality to obtain $a^{2}<a(b+c)$.
Solution 2.19. Use the previous suggestion.
Solution 2.20. Expand and you will get the previous exercise.
Solution 2.21. The first inequality is the Nesbitt's inequality, Example 1.4.8. For the second inequality use the fact that $a+b>\frac{a+b+c}{2}$, then $\frac{c}{a+b}<\frac{2 c}{a+b+c}$.
Solution 2.22. Observe that $a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c)-2 a b c=$ $(b+c-a)(c+a-b)(a+b-c)$, now see Example 2.2.3.

Solution 2.23. Observe that

$$
\begin{aligned}
& a\left(b^{2}+c^{2}-a^{2}\right)+b\left(c^{2}+a^{2}-b^{2}\right)+c\left(a^{2}+b^{2}-c^{2}\right) \\
& \quad=a^{2}(b+c-a)+b^{2}(c+a-b)+c^{2}(a+b-c)
\end{aligned}
$$

now see Exercise 2.22.
Solution 2.24. Use Ravi's transformation with $a=y+z, b=z+x, c=x+y$ to see first that

$$
a^{2} b(a-b)+b^{2} c(b-c)+c^{2} a(c-a)=2\left(x y^{3}+y z^{3}+z x^{3}\right)-2\left(x y^{2} z+x^{2} y z+x y z^{2}\right)
$$

Then, the inequality is equivalent to $\frac{x^{2}}{y}+\frac{y^{2}}{z}+\frac{z^{2}}{x} \geq x+y+z$. Apply then inequality (1.11).

[^13]
## Solution 2.25.

$$
\begin{aligned}
\left|\frac{a-b}{a+b}+\frac{b-c}{b+c}+\frac{c-a}{c+a}\right| & =\left|\frac{a-b}{a+b} \cdot \frac{b-c}{b+c} \cdot \frac{c-a}{c+a}\right| \\
& <\frac{c a b}{(a+b)(b+c)(c+a)} \leq \frac{1}{8}
\end{aligned}
$$

For the last inequality, see the solution of Example 2.2.3.
Solution 2.26. By Exercise 2.18,

$$
3(a b+b c+c a) \leq(a+b+c)^{2} \leq 4(a b+b c+c a)
$$

Then, since $a b+b c+c a=3$, it follows that $9 \leq(a+b+c)^{2} \leq 12$, and then the result.

Solution 2.27. Use Ravi's transformation, $a=y+z, b=z+x$ and $c=x+y$. The AM-GM inequality and the Cauchy-Schwarz inequality imply

$$
\begin{aligned}
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} & =\frac{1}{y+z}+\frac{1}{z+x}+\frac{1}{x+y} \\
& \leq \frac{1}{2}\left(\frac{1}{\sqrt{y z}}+\frac{1}{\sqrt{z x}}+\frac{1}{\sqrt{x y}}\right) \\
& =\frac{\sqrt{x}+\sqrt{y}+\sqrt{z}}{2 \sqrt{x y z}} \\
& \leq \frac{\sqrt{3} \sqrt{x+y+z}}{2 \sqrt{x y z}} \\
& =\frac{\sqrt{3}}{2} \sqrt{\frac{x+y+z}{x y z}}=\frac{\sqrt{3}}{2 r}
\end{aligned}
$$

For the last identity, see the end of the proof of Example 2.2.4.
Solution 2.28. The part (i) follows from the following equivalences:

$$
\begin{aligned}
(s-a)(s-b)<a b & \Leftrightarrow s^{2}-s(a+b)<0 \\
& \Leftrightarrow a+b+c<2(a+b) \\
& \Leftrightarrow c<a+b .
\end{aligned}
$$

For (ii), use Ravi's transformation, $a=y+z, b=z+x, c=x+y$, in order to see that the inequality is equivalent to

$$
4(x y+y z+z x) \leq(y+z)(z+x)+(z+x)(x+y)+(x+y)(y+z)
$$

In turn, the last inequality follows from the inequality $x y+y z+z x \leq x^{2}+y^{2}+z^{2}$, which is Exercise 1.27.

Another way to obtain (ii) is the following: the given inequality is equivalent to $3 s^{2}-2 s(a+b+c)+(a b+b c+c a) \leq \frac{a b+b c+c a}{4}$, which in turn is equivalent to $3(a b+b c+c a) \leq 4 s^{2}$. The last inequality can be rewritten as $3(a b+b c+c a) \leq$ $(a+b+c)^{2}$.

Solution 2.29. Applying the cosine law, we can see that

$$
\begin{aligned}
\sqrt{a^{2}+b^{2}-c^{2}} \sqrt{a^{2}-b^{2}+c^{2}} & =\sqrt{2 a b \cos C} \sqrt{2 a c \cos B} \\
& =2 a \sqrt{(b \cos C)(c \cos B)} \\
& \leq 2 a \frac{b \cos C+c \cos B}{2}=a^{2}
\end{aligned}
$$

Solution 2.30. Using the Cauchy-Schwarz inequality, for any $x, y, z, w \geq 0$, we have that

$$
\sqrt{x y}+\sqrt{z w} \leq \sqrt{(x+z)(y+w)}
$$

Therefore

$$
\begin{aligned}
\sum_{\text {cyclic }} \sqrt{a^{2}+b^{2}-c^{2}} \sqrt{a^{2}-b^{2}+c^{2}}= & \frac{1}{2} \sum_{\text {cyclic }}\left(\sqrt{a^{2}+b^{2}-c^{2}} \sqrt{a^{2}-b^{2}+c^{2}}\right. \\
& \left.+\sqrt{c^{2}+a^{2}-b^{2}} \sqrt{c^{2}-a^{2}+b^{2}}\right) \\
\leq & \frac{1}{2} \sum_{\text {cyclic }} \sqrt{\left(2 a^{2}\right)\left(2 c^{2}\right)}=\sum_{\text {cyclic }} a c .
\end{aligned}
$$

Solution 2.31. Consider positive numbers $x, y, z$ with $a=y+z, b=z+x$ and $c=x+y$. The inequalities are equivalent to proving that

$$
\frac{y+z}{2 x}+\frac{z+x}{2 y}+\frac{x+y}{2 z} \geq 3 \quad \text { and } \quad \frac{2 x}{y+z}+\frac{2 y}{z+x}+\frac{2 z}{x+y} \geq 3
$$

For the first inequality use the fact that $\frac{y}{x}+\frac{x}{y} \geq 2$ and for the second inequality use Nesbitt's inequality.

Solution 2.32. Since in triangles with the same base, the ratio between its altitudes is equal to the ratio of theirs areas, we have that

$$
\frac{P Q}{A D}+\frac{P R}{B E}+\frac{P S}{C F}=\frac{(P B C)}{(A B C)}+\frac{(P C A)}{(A B C)}+\frac{(P A B)}{(A B C)}=\frac{(A B C)}{(A B C)}=1
$$

Use inequality (2.3) of Section 2.3.
Solution 2.33. (i) Recall that $\left(S_{1}+S_{2}+S_{3}\right)\left(\frac{1}{S_{1}}+\frac{1}{S_{2}}+\frac{1}{S_{3}}\right) \geq 9$.
(ii) The non-common vertices of the triangles form a hexagon which is divided into 6 triangles $S_{1}, S_{2}, S_{3}, T_{1}, T_{2}, T_{3}$, where $S_{i}$ and $T_{i}$ have one common angle.

Using the formula for the area that is related to the sine of the angle, prove that $S_{1} S_{2} S_{3}=T_{1} T_{2} T_{3}$. After this, use the AM-GM inequality as follows:

$$
\begin{aligned}
S\left(\frac{1}{S_{1}}+\frac{1}{S_{2}}+\frac{1}{S_{3}}\right) & \geq\left(S_{1}+S_{2}+S_{3}+T_{1}+T_{2}+T_{3}\right)\left(\frac{1}{S_{1}}+\frac{1}{S_{2}}+\frac{1}{S_{3}}\right) \\
& \geq \frac{18 \sqrt[6]{S_{1} S_{2} S_{3} T_{1} T_{2} T_{3}}}{\sqrt[3]{S_{1} S_{2} S_{3}}}=18
\end{aligned}
$$

The equality holds when the point $O$ is the centroid of the triangle and the lines through $O$ are the medians of the triangle; in this case $S_{1}=S_{2}=S_{3}=T_{1}=T_{2}=$ $T_{3}=\frac{1}{6} S$.

Solution 2.34. If $P=G$ is the centroid, the equality is evident since $\frac{A G}{G L}=\frac{B G}{G M}=$ $\frac{C G}{G N}=2$.

On the other hand, if $\frac{A P}{P L}+\frac{B P}{P M}+\frac{C P}{P N}=6$, we have $\frac{A L}{P L}+\frac{B M}{P M}+\frac{C N}{P N}=9$. It is not difficult to see that $\frac{P L}{A L}=\frac{(P B C)}{(A B C)}, \frac{P M}{B M}=\frac{(P C A)}{(A B C)}$ and $\frac{P N}{C N}=\frac{(P A B)}{(A B C)}$, therefore $\frac{P L}{A L}+\frac{P M}{B M}+\frac{P N}{C N}=1$. This implies that

$$
\left(\frac{A L}{P L}+\frac{B M}{P M}+\frac{C N}{P N}\right)\left(\frac{P L}{A L}+\frac{P M}{B M}+\frac{P N}{C N}\right)=9
$$

By inequality (2.3), the equality above holds only in the case when $\frac{A L}{P L}=\frac{B M}{P M}=$ $\frac{C N}{P N}=3$, which implies that $P$ is the centroid.

Solution 2.35. (i) It is known that $H D=D D^{\prime}, H E=E E^{\prime}$ and $H F=F F^{\prime}$, where $H$ is the orthocenter. ${ }^{20}$ Thus, the solution follows from part (i) of Example 2.3.4. (ii) Since $\frac{A D^{\prime}}{A D}=\frac{A D+D D^{\prime}}{A D}=1+\frac{H D}{A D}$, we also have, after looking at the solution to Example 2.3.4, that $\frac{A D^{\prime}}{A D}+\frac{B E^{\prime}}{B E}+\frac{C F^{\prime}}{C F}=1+\frac{H D}{A D}+1+\frac{H E}{B E}+1+\frac{H F}{C F}=4$.

$$
\text { Since }\left(\frac{A D}{A D^{\prime}}+\frac{B E}{B E^{\prime}}+\frac{C F}{C F^{\prime}}\right)\left(\frac{A D^{\prime}}{A D}+\frac{B E^{\prime}}{B E}+\frac{C F^{\prime}}{C F}\right) \geq 9, \text { we have the result. }
$$

Solution 2.36. As it has been mentioned in the proof of Example 2.3.5, the length of the internal bisector of angle $A$ satisfies

$$
l_{a}^{2}=b c\left(1-\left(\frac{a}{b+c}\right)^{2}\right)=\frac{4 b c}{(b+c)^{2}}(s(s-a))
$$

Since $4 b c \leq(b+c)^{2}$, it follows that $l_{a}^{2} \leq s(s-a)$ and $l_{a} l_{b} \leq s \sqrt{(s-a)(s-b)} \leq$ $s \frac{(s-a)+(s-b)}{2}=s \frac{c}{2}$.

Therefore, $l_{a} l_{b} l_{c} \leq s \sqrt{s(s-a)(s-b)(s-c)}=s(s r), l_{a} l_{b}+l_{b} l_{c}+l_{c} l_{a} \leq$ $s\left(\frac{a+b+c}{2}\right)=s^{2}$ and $l_{a}^{2}+l_{b}^{2}+l_{c}^{2} \leq s(s-a)+s(s-b)+s(s-c)=s^{2}$.

[^14]Solution 2.37. Let $\alpha=\angle A M B, \beta=\angle B N A, \gamma=\angle A P C$, and let $(A B C)$ be the area of $A B C$. We have

$$
(A B C)=\frac{1}{2} a \cdot A M \sin \alpha=\frac{a b c}{4 R}
$$

Hence, $\frac{b c}{A M}=2 R \sin \alpha$. Similarly, $\frac{c a}{B N}=2 R \sin \beta$ and $\frac{a b}{C P}=2 R \sin \gamma$. Thus,

$$
\frac{b c}{A M}+\frac{c a}{B N}+\frac{a b}{C P}=2 R(\sin \alpha+\sin \beta+\sin \gamma) \leq 6 R
$$

Equality is attained if $M, N$ and $P$ are the feet of the altitudes.
Solution 2.38. Let $A_{1}, B_{1}, C_{1}$ be the midpoints of the sides $B C, C A, A B$, respectively, and let $B_{2}, C_{2}$ be the reflections of $A_{1}$ with respect to $A B$ and $C A$, respectively. Also, consider $D$ as the intersection of $A B$ with $A_{1} B_{2}$ and $E$ the intersection of $C A$ with $A_{1} C_{2}$. Then,

$$
2 D E=B_{2} C_{2} \leq C_{2} B_{1}+B_{1} C_{1}+C_{1} B_{2}=A_{1} B_{1}+B_{1} C_{1}+C_{1} A_{1}=s
$$

Use the fact that the quadrilateral $A_{1} D A E$ is inscribed on a circle of diameter $A A_{1}$ and the sine law on $A D E$, to deduce that $D E=A A_{1} \sin A=m_{a} \sin A$. Then, $s \geq 2 D E=2 m_{a} \sin A=2 m_{a} \frac{a}{2 R}=\frac{a m_{a}}{R}$, that is, $a m_{a} \leq s R$. Similarly, we have that $b m_{b} \leq s R$ and $c m_{c} \leq s R$.

Solution 2.39. The inequality is equivalent to $8(s-a)(s-b)(s-c) \leq a b c$, where $s$ is the semiperimeter.

Since $(A B C)=s r=\frac{a b c}{4 R}=\sqrt{s(s-a)(s-b)(s-c)}$, where $r$ and $R$ denote the inradius and the circumradius of $A B C$, respectively; we only have to prove that $8 s r^{2} \leq a b c$, that is, $8 s r^{2} \leq 4 R r s$, which is equivalent to $2 r \leq R$.

Solution 2.40. The area of a triangle $A B C$ satisfies the equalities $(A B C)=\frac{a b c}{4 R}=$ $\frac{(a+b+c) r}{2}$, therefore $\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}=\frac{1}{2 R r} \geq \frac{1}{R^{2}}$, where $R$ and $r$ denote the circumradius and the inradius, respectively.

Solution 2.41. Use Exercise 2.40 and the sine law.
Solution 2.42. Use that ${ }^{21} \sin \frac{A}{2}=\sqrt{\frac{(s-b)(s-c)}{b c}}$, where $s$ denotes the semiperimeter of the triangle $A B C$, and similar expressions for $\sin \frac{B}{2}$ and $\sin \frac{C}{2}$, to see that

$$
\sin \frac{A}{2} \sin \frac{B}{2} \sin \frac{C}{2}=\frac{(s-a)(s-b)(s-c)}{a b c}=\frac{s r^{2}}{a b c}=\frac{r}{4 R} \leq \frac{1}{8},
$$

where $R$ and $r$ are the circumradius and the inradius of $A B C$, respectively.
${ }^{21}$ Notice that $\sin ^{2} \frac{A}{2}=\frac{1-\cos A}{2}=\frac{1-\frac{b^{2}+c^{2}-a^{2}}{2 b c}}{2}=\frac{a^{2}-(b-c)^{2}}{4 b c}=\frac{(s-b)(s-c)}{b c}$.

Solution 2.43. From inequality (2.3), we know that

$$
(a+b+c)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) \geq 9
$$

Since $a+b+c \leq 3 \sqrt{3} R$, we have

$$
\begin{equation*}
\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geq \frac{\sqrt{3}}{R} \tag{4.4}
\end{equation*}
$$

Applying, once more, inequality (2.3), we get

$$
\begin{equation*}
\frac{1}{3}\left(\frac{\pi}{2 A}+\frac{\pi}{2 B}+\frac{\pi}{2 C}\right) \geq \frac{3}{\frac{2}{\pi}(A+B+C)}=\frac{3}{2} \tag{4.5}
\end{equation*}
$$

Let $f(x)=\log \frac{\pi}{2 x}$, since $f^{\prime \prime}(x)=\frac{1}{x^{2}}>0, f$ is convex. Using Jensen's inequality, we get

$$
\frac{1}{3}\left(\log \frac{\pi}{2 A}+\log \frac{\pi}{2 B}+\log \frac{\pi}{2 C}\right) \geq \log \left[\frac{1}{3}\left(\frac{\pi}{2 A}+\frac{\pi}{2 B}+\frac{\pi}{2 C}\right)\right]
$$

Applying (4.5) and the fact that $\log x$ is a strictly increasing function, we obtain

$$
\begin{equation*}
\frac{1}{3}\left(\log \frac{\pi}{2 A}+\log \frac{\pi}{2 B}+\log \frac{\pi}{2 C}\right) \geq \log \frac{3}{2} \tag{4.6}
\end{equation*}
$$

We can suppose that $a \leq b \leq c$, which implies $A \leq B \leq C$. Therefore $\frac{1}{a} \geq \frac{1}{b} \geq \frac{1}{c}$ and $\log \frac{\pi}{2 A} \geq \log \frac{\pi}{2 B} \geq \log \frac{\pi}{2 C}$. Using Tchebyshev's inequality,

$$
\frac{1}{a} \log \frac{\pi}{2 A}+\frac{1}{b} \log \frac{\pi}{2 B}+\frac{1}{c} \log \frac{\pi}{2 C} \geq\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)\left(\frac{\log \frac{\pi}{2 A}+\log \frac{\pi}{2 B}+\log \frac{\pi}{2 C}}{3}\right)
$$

Therefore, using (4.4) and (4.6) leads us to

$$
\frac{1}{a} \log \frac{\pi}{2 A}+\frac{1}{b} \log \frac{\pi}{2 B}+\frac{1}{c} \log \frac{\pi}{2 C} \geq \frac{\sqrt{3}}{R} \log \frac{3}{2}
$$

Now, raising the expresions to the appropriate powers and taking the reciprocals, we obtain the desired inequality. In all the above inequalities, the equality holds if and only if $a=b=c$ (this means, equality is obtained if and only if the triangle is equilateral).

Solution 2.44. By the sine law, it follows that

$$
\frac{\sin A}{a}=\frac{\sin B}{b}=\frac{\sin C}{c}=\frac{1}{2 R}
$$

where $a, b, c$ are the lengths of the sides of the triangle and $R$ is the circumradius of the triangle. Thus,

$$
\begin{aligned}
\sin ^{2} A+\sin ^{2} B+\sin ^{2} C & =\frac{a^{2}}{4 R^{2}}+\frac{b^{2}}{4 R^{2}}+\frac{c^{2}}{4 R^{2}} \\
& =\frac{1}{4 R^{2}}\left(a^{2}+b^{2}+c^{2}\right) \\
& \leq \frac{1}{4 R^{2}} \cdot 9 R^{2}=\frac{9}{4}
\end{aligned}
$$

where the inequality follows from Leibniz's inequality.
Solution 2.45. Use Leibniz's inequality and the fact that the area of a triangle is given by $(A B C)=\frac{a b c}{4 R}$.

Solution 2.46. We note that the incircle of $A B C$ is the circumcircle of $D E F$. Applying Leibniz's inequality to $D E F$, we get

$$
E F^{2}+F D^{2}+D E^{2} \leq 9 r^{2}
$$

where $r$ is the inradius of $A B C$. On the other hand, using Theorem 2.4.3 we obtain $s^{2} \geq 27 r^{2}$, hence

$$
E F^{2}+F D^{2}+D E^{2} \leq \frac{s^{2}}{3}
$$

Solution 2.47.

$$
\begin{aligned}
\frac{a^{2}}{h_{b} h_{c}}+\frac{b^{2}}{h_{c} h_{a}}+\frac{c^{2}}{h_{a} h_{b}} & =\frac{a^{2} b c+b^{2} c a+c^{2} a b}{4(A B C)^{2}}=\frac{a b c(a+b+c)}{4(A B C)^{2}} \\
& =\frac{a b c(a+b+c)}{4 \frac{a b c}{4 R} \frac{(a+b+c) r}{2}}=\frac{2 R}{r} \geq 4 .
\end{aligned}
$$

Solution 2.48. Remember that $\sin ^{2} \frac{A}{2}=\frac{1-\cos A}{2}$ and use that $\cos A+\cos B+$ $\cos C \leq \frac{3}{2}$ (see Example 2.5.2).
Solution 2.49. Observe that

$$
4 \sqrt{3}(A B C) \leq \frac{9 a b c}{a+b+c} \Leftrightarrow 4 \sqrt{3} r s \leq \frac{9 \cdot 4 R r s}{2 s} \Leftrightarrow 2 \sqrt{3} s \leq 9 R \Leftrightarrow \frac{2 s}{3 \sqrt{3}} \leq R
$$

The last inequality was proved in Theorem 2.4.3.
Solution 2.50. Use the previous exercise and the inequality between the harmonic mean and the geometric mean,

$$
\frac{3}{\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}} \leq \sqrt[3]{a^{2} b^{2} c^{2}}
$$

Solution 2.51. Use the previous exercise and the AM-GM inequality,

$$
\sqrt[3]{a^{2} b^{2} c^{2}} \leq \frac{a^{2}+b^{2}+c^{2}}{3}
$$

Solution 2.52. First, observe that if $s=\frac{a+b+c}{2}$, then

$$
\begin{aligned}
a^{2}+b^{2}+c^{2}- & (a-b)^{2}-(b-c)^{2}-(c-a)^{2}= \\
& =a^{2}-(b-c)^{2}+b^{2}-(c-a)^{2}+c^{2}-(a-b)^{2} \\
& =4\{(s-b)(s-c)+(s-c)(s-a)+(s-a)(s-b)\}
\end{aligned}
$$

Hence, if $x=s-a, y=s-b, z=s-c$, then the inequality is equivalent to

$$
\sqrt{3} \sqrt{x y z(x+y+z)} \leq x y+y z+z x
$$

Squaring and simplifying the last inequality, we get

$$
x y z(x+y+z) \leq x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2} .
$$

This inequality can be deduced using Cauchy-Schwarz's inequality with $(x y, y z, z x)$ and $(z x, x y, y z)$.

Solution 2.53. Use Exercise 2.50 and the inequality $3 \sqrt[3]{(a b)(b c)(c a)} \leq a b+b c+c a$.
Solution 2.54. Note that

$$
\begin{aligned}
\frac{3(a+b+c) a b c}{a b+b c+c a} \geq \frac{9 a b c}{a+b+c} & \Leftrightarrow \quad(a+b+c)^{2} \geq 3(a b+b c+c a) \\
& \Leftrightarrow \quad a^{2}+b^{2}+c^{2} \geq a b+b c+c a
\end{aligned}
$$

now, use Exercise 2.49.
Solution 2.55. Using (2.5), (2.6) and (2.7) we can observe that $a^{2}+b^{2}+c^{2}+4 a b c=$ $\frac{1}{2}-2 r^{2}$.

Solution 2.56. Observe the relationships used in the proof of Exercise 2.39,

$$
\begin{aligned}
\frac{(b+c-a)(c+a-b)(a+b-c)}{a b c} & =\frac{8(s-a)(s-b)(s-c)}{a b c} \\
& =\frac{8 s(s-a)(s-b)(s-c)}{4 R s\left(\frac{a b c}{4 R}\right)} \\
& =\frac{8(r s)^{2}}{4 R s(r s)}=\frac{2 r}{R}
\end{aligned}
$$

Solution 2.57. Observe that

$$
\begin{aligned}
& \frac{a^{2}}{b+}+\frac{b^{2}}{c-a}+\frac{c^{2}}{a+b-c}=\frac{1}{2}\left(\frac{a^{2}}{s-a}+\frac{b^{2}}{s-b}+\frac{c^{2}}{s-c}\right) \\
& \quad=\frac{1}{2}\left(\frac{s a}{s-a}-a+\frac{s b}{s-b}-b+\frac{s c}{s-c}-c\right) \\
& \quad=\frac{s}{2}\left(\frac{a}{s-a}+\frac{b}{s-b}+\frac{c}{s-c}\right)-s \\
& \quad=\frac{s}{2}\left[\frac{(a+b+c) s^{2}-2(a b+b c+c a) s+3 a b c}{(s-a)(s-b)(s-c)}\right]-s \\
& \quad=\frac{s}{2}\left[\frac{2 s^{3}-2 s\left(s^{2}+r^{2}+4 r R\right)+3(4 R r s)}{r^{2} s}\right]-s \\
& \quad=\frac{2 s(R-r)}{r} \geq \frac{2 s\left(R-\frac{R}{2}\right)}{r} \geq \frac{3 \sqrt{3} r R}{r}=3 \sqrt{3} R
\end{aligned}
$$

the last two inequalities follow from the fact that $R \geq 2 r$ (which implies that $-r \geq \frac{-R}{2}$ ) and from $s \geq 3 \sqrt{3} r$, respectively.

Solution 2.58. Start on the side of the equations which expresses the relationship between the $\tau$ 's and perform the operations.

Solution 2.59. If $x_{1}, 1-x_{1}, x_{2}, 1-x_{2}, \ldots$ are the lengths into which each side is divided for the corresponding point, we can deduce that $a^{2}+b^{2}+c^{2}+d^{2}=$ $\sum\left(x_{i}^{2}+\left(1-x_{i}\right)^{2}\right)$. Prove that $\frac{1}{2} \leq 2\left(x_{i}-\frac{1}{2}\right)^{2}+\frac{1}{2}=x_{i}^{2}+\left(1-x_{i}\right)^{2} \leq 1$.

For part (ii), the inequality on the right-hand side follows from the triangle inequality. For the one on the left-hand side, use reflections on the sides, as you can see in the figure.


Solution 2.60. This is similar to part (ii) of the previous problem.

Solution 2.61. If $A B C$ is the triangle and $D E F G H I$ is the hexagon with $D E$, $F G, H I$ parallel to $B C, A B, C A$, respectively, we have that the perimeter of the hexagon is $2(D E+F G+H I)$. Let $X, Y, Z$ be the tangency points of the incircle with the sides $B C, C A, A B$, respectively, and let $p=a+b+c$ be the perimeter of the triangle $A B C$. Set $x=A Z=A Y, y=B Z=B X$ and $z=C X=C Y$, then we have the relations

$$
\frac{D E}{a}=\frac{A E+E D+D A}{p}=\frac{2 x}{p} .
$$

Similarly, we have the other relations

$$
\frac{F G}{c}=\frac{2 z}{p}, \quad \frac{H I}{b}=\frac{2 y}{p}
$$

Therefore,

$$
\begin{aligned}
p(D E F G H I)=\frac{4(x a+y b+z c)}{p} & =\frac{4(a(s-a)+b(s-b)+c(s-c))}{2 s} \\
& =\frac{4\left((a+b+c) s-\left(a^{2}+b^{2}+c^{2}\right)\right)}{2 s} \\
& =2(a+b+c)-4 \frac{\left(a^{2}+b^{2}+c^{2}\right)}{(a+b+c)}
\end{aligned}
$$

but $a^{2}+b^{2}+c^{2} \geq \frac{1}{3}(a+b+c)(a+b+c)$ by Tchebyshev's inequality. Thus, $p(D E F G H I) \leq 2(a+b+c)-\frac{4}{3}(a+b+c)=\frac{2}{3}(a+b+c)$.
Solution 2.62. Take the circumcircle of the equilateral triangle with side length 2. The circles with centers the midpoints of the sides of the triangle and radii 1 cover a circle of radius 2 . If a circle of radius greater than $\frac{2 \sqrt{3}}{3}$ is covered by three circles of radius 1, then one of the three circles covers a chord of length greater than 2 .
Solution 2.63. Take the acute triangle with sides of lengths $2 r_{1}, 2 r_{2}$ and $2 r_{3}$, if it exists. Its circumradius is the solution. If the triangle does not exist, the maximum radius between $r_{1}, r_{2}$ and $r_{3}$ is the answer.
Solution 2.64. We need two lemmas.
Lemma 1. If a square of side-length $a$ lies inside a rectangle of sides $c$ and $d$, then $a \leq \min \{c, d\}$.


Through the vertices of the square draw parallel lines to the sides of the rectangle in such a way that those lines enclose the square as in the figure. Since the parallel lines form a square inside the rectangle and such a square contains the original square, we have the result.

Lemma 2. The diagonal of a square inscribed in a right triangle is less than or equal to the length of the internal bisector of the right angle.

Let $A B C$ be the right triangle with hypotenuse $C A$ and let $P Q R S$ be the inscribed square.

It can be assumed that the vertices $P$ and $Q$ belong to the legs of the right triangle (otherwise, translate the square) and let $O$ be the intersection point of the diagonals $P R$ and $Q S$.


Since $B Q O P$ is cyclic ( $\angle B=\angle O=90^{\circ}$ ), it follows that $\angle Q B O=\angle Q P O=$ $45^{\circ}$, then $O$ belongs to the internal bisector of $\angle B$. Let $T$ be the intersection of $B O$ with $R S$, then $\angle Q B T=\angle Q S T=45^{\circ}$, therefore $B Q T S$ is cyclic and the center $O^{\prime}$ of the circumcircle of $B Q T S$ is the intersection of the perpendicular bisectors of $S Q$ and $B T$. But the perpendicular bisector of $S Q$ is $P R$, hence the point $O^{\prime}$ belongs to $P R$, and if $V$ is the midpoint of $B T$, we have that $V O O^{\prime}$ is a right triangle. Since $O^{\prime} O>O^{\prime} V$, then the chords $S Q$ and $B T$ satisfy $S Q<B T$, and the lemma follows.

Let us finish now the proof of the problem. Let $A B C D$ be the square of side 1 and let $l$ be a line that separates the two squares. If $l$ is parallel to one of the sides of the square $A B C D$, then Lemma 1 applies. Otherwise, $l$ intersects every line that determines a side of the square $A B C D$. Suppose that $A$ is the farthest vertex from $l$.


If $l$ intersects the sides of $A B C D$ in $E, F, G, H$ as in the figure, we have, by Lemma 2, that the sum of the lengths of the diagonals of the small squares is less than or equal to $A C$, that is, $\sqrt{2}(a+b) \leq \sqrt{2}$, then the result follows.
Solution 2.65. If $\alpha, \beta, \gamma$ are the central angles which open the chords of length $a$, $b, c$, respectively, we have that $a=2 \sin \frac{\alpha}{2}, b=2 \sin \frac{\beta}{2}$ and $c=2 \sin \frac{\gamma}{2}$. Therefore,

$$
a b c=8 \sin \frac{\alpha}{2} \sin \frac{\beta}{2} \sin \frac{\gamma}{2} \leq 8 \sin ^{3}\left(\frac{\alpha+\beta+\gamma}{6}\right)=8 \sin ^{3}\left(30^{\circ}\right)=1
$$

where the inequality follows from Exercise 1.81.
Solution 2.66. The first observation that we should make is to check that the diagonals are parallel to the sides. Let $X$ be the point of intersection between the diagonals $A D$ and $C E$. Now, the pentagon can be divided into

$$
(A B C D E)=(A B C)+(A C X)+(C D E)+(E A X)
$$

Since $A B C X$ is a parallelogram, we have $(A B C)=(C X A)=(C D E)$. Let $a=$ $(C D X)=(E A X)$ and $b=(D E X)$, then we get $\frac{a}{b}=\frac{A X}{X D}=\frac{(C X A)}{(C D X)}=\frac{a+b}{a}$, that is, $\frac{a}{b}=\frac{1+\sqrt{5}}{2}$. Now we have all the elements to find $(A B C D E)$.
Solution 2.67. Prove that $s r=s_{1} R=(A B C)$, where $s_{1}$ is the semiperimeter of the triangle $D E F$. To deduce this equality, it is sufficient to observe that the radii $O A, O B$ and $O C$ are perpendicular to $E F, F D$ and $D E$, respectively. Use also that $R \geq 2 r$.
Solution 2.68. Suppose that the maximum angle is $A$ and that it satisfies $60^{\circ} \leq$ $A \leq 90^{\circ}$, then the lengths of the altitudes $h_{b}$ and $h_{c}$ are also less than 1 . Now, use the fact that $(A B C)=\frac{h_{b} h_{c}}{2 \sin A}$ and that $\frac{\sqrt{3}}{2} \leq \sin A \leq 1$. The obtuse triangle case is easier.

Solution 2.69. Let $A B C D$ be the quadrilateral with sides of length $a=A B$, $b=B C, c=C D$ and $d=D A$.
(i) $(A B C D)=(A B C)+(C D A)=\frac{a b \sin B}{2}+\frac{c d \sin D}{2} \leq \frac{a b+c d}{2}$.
(ii) If $A B C D$ is the quadrilateral mentioned with sides of length $a, b, c$ and $d$, consider the triangle $B C^{\prime} D$ which results from the reflection of $D C B$ with respect to the perpendicular bisector of side $B D$. The quadrilaterals $A B C D$ and $A B C^{\prime} D$ have the same area but the second one has sides of length $a, c, b$ and $d$, in this order. Now use (i).
(iii) $(A B C) \leq \frac{a b}{2},(B C D) \leq \frac{b c}{2},(C D A) \leq \frac{c d}{2}$ and $(D A B) \leq \frac{d a}{2}$.

Solution 2.70. In Example 2.7.6 we proved that

$$
P A \cdot P B \cdot P C \geq \frac{R}{2 r}\left(p_{a}+p_{b}\right)\left(p_{b}+p_{c}\right)\left(p_{c}+p_{a}\right)
$$

Use the AM-GM inequality.
Solution 2.71. (i) $\frac{P A^{2}}{p_{b} p_{c}}+\frac{P B^{2}}{p_{c} p_{a}}+\frac{P C^{2}}{p_{a} p_{b}} \geq 3 \sqrt[3]{\frac{P A^{2}}{p_{b} p_{c}} \frac{P B^{2}}{p_{c} p_{a}} \frac{P C^{2}}{p_{a} p_{b}}} \geq 3 \sqrt[3]{\left(\frac{4 R}{r}\right)^{2}} \geq 12$.
(ii) $\frac{P A}{p_{b}+p_{c}}+\frac{P B}{p_{c}+p_{a}}+\frac{P C}{p_{a}+p_{b}} \geq 3 \sqrt[3]{\frac{P A}{p_{b}+p_{c}} \frac{P B}{p_{c}+p_{a}} \frac{P C}{p_{a}+p_{b}}} \geq 3 \sqrt[3]{\frac{R}{2 r}} \geq 3$.
(iii) $\frac{P A}{\sqrt{p_{b} p_{c}}}+\frac{P B}{\sqrt{p_{c} p_{a}}}+\frac{P C}{\sqrt{p_{a} p_{b}}} \geq 3 \sqrt[3]{\frac{P A}{\sqrt{p_{b} p_{c}}} \frac{P B}{\sqrt{p_{c} p_{a}}} \frac{P C}{\sqrt{p_{a} p_{b}}}} \geq 3 \sqrt[3]{\frac{4 R}{r}} \geq 6$.

For the last inequalities in (i) and (iii), we have used Exercise 2.70. For the last inequality in (ii), we have resorted to Example 2.7.6.
(iv) Proceed as in Example 2.7.5, that is, apply inversion in a circle with center $P$ and radius $d$ (arbitrary, for instance $d=p_{b}$ ). Let $A^{\prime}, B^{\prime}, C^{\prime}$ be the inverses of $A$, $B, C$, respectively. Let $p_{a}^{\prime}, p_{b}^{\prime}, p_{c}^{\prime}$ be the distances from $P$ to the sides $B^{\prime} C^{\prime}, C^{\prime} A^{\prime}$, $A^{\prime} B^{\prime}$, respectively.

Let us prove that $p_{a}^{\prime}=\frac{p_{a} P B^{\prime} \cdot P C^{\prime}}{d^{2}}$. We have

$$
p_{a}^{\prime} B^{\prime} C^{\prime}=2\left(P B^{\prime} C^{\prime}\right)=\frac{P B^{\prime} \cdot P C^{\prime} \cdot B^{\prime} C^{\prime}}{P A_{1}^{\prime}}=\frac{p_{a} P B^{\prime} \cdot P C^{\prime} \cdot B^{\prime} C^{\prime}}{d^{2}}
$$

where $A_{1}^{\prime}$ is the inverse of $A_{1}$, the projection of $P$ on $B C$. Similarly, $p_{b}^{\prime}=\frac{p_{b} P C^{\prime} \cdot P A^{\prime}}{d^{2}}$ and $p_{c}^{\prime}=\frac{p_{c} P A^{\prime} \cdot P B^{\prime}}{d^{2}}$.

The Erdős-Mordell inequality, applied to the triangle $A^{\prime} B^{\prime} C^{\prime}$, guarantees us that $P A^{\prime}+P B^{\prime}+P C^{\prime} \geq 2\left(p_{a}^{\prime}+p_{b}^{\prime}+p_{c}^{\prime}\right)$.

Now, since $P A \cdot P \overline{A^{\prime}}=P B \cdot P B^{\prime}=P C \cdot P C^{\prime}=d^{2}$, after substitution we get

$$
\frac{1}{P A}+\frac{1}{P B}+\frac{1}{P C} \geq 2\left(\frac{p_{a}}{P B \cdot P C}+\frac{p_{b}}{P C \cdot P A}+\frac{p_{c}}{P C \cdot P A}\right)
$$

and this inequality is equivalent to

$$
P B \cdot P C+P C \cdot P A+P A \cdot P B \geq 2\left(p_{a} P A+p_{b} P B+p_{c} P C\right)
$$

Finally, to conclude use example 2.7.4.

Solution 2.72. If $P$ is an interior point or a point on the perimeter of the triangle $A B C$, see the proof of Theorem 2.7.2.

If $h_{a}$ is the length of the altitude from vertex $A$, we have that the area of the triangle $A B C$ satisfies $2(A B C)=a h_{a}=a p_{a}+b p_{b}+c p_{c}$.

Since $h_{a} \leq P A+p_{a}$ (even if $p_{a} \leq 0$, that is, if $P$ is a point on the outside of the triangle, on a different side of $B C$ than $A$ ), and because the equality holds if $P$ is exactly on the segment of the altitude from the vertex $A$, therefore $a P A+a p_{a} \geq$ $a h_{a}=a p_{a}+b p_{b}+c p_{c}$, hence $a P A \geq b p_{b}+c p_{c}$.

This inequality can be applied to triangle $A B^{\prime} C^{\prime}$ symmetric to $A B C$ with respect to the internal angle bisector of $A$, where $a P A \geq c p_{b}+b p_{c}$, with equality when $A P$ passes through the point $O$.

Similarly, $b P B \geq a p_{c}+c p_{a}$ and $c P C \geq a p_{b}+b p_{a}$, therefore

$$
P A+P B+P C \geq\left(\frac{b}{c}+\frac{c}{b}\right) p_{a}+\left(\frac{c}{a}+\frac{a}{c}\right) p_{b}+\left(\frac{a}{b}+\frac{b}{a}\right) p_{c} .
$$

We have the equality when $P$ is the circumcenter $O$.
Second solution. Let $L, M$ and $N$ be the feet of the perpendicular from point $P$ to the sides $B C, C A$ and $A B$, respectively. Let $H$ and $G$ be the orthogonal projections of $B$ and $C$, respectively, over the segment $M N$. Then $B C \geq H G=$ $H N+N M+M G$.

Since $\angle B N H=\angle A N M=\angle A P M$, the right triangles $B N H$ and $A P M$ are similar, therefore $H N=\frac{P M}{P A} B N$. In an analogous way we get $M G=\frac{P N}{P A} C M$.

Applying Ptolemy's theorem to $A M P N$, we obtain $P A \cdot M N=A N \cdot P M+$ $A M \cdot P N$, hence

$$
M N=\frac{A N \cdot P M+A M \cdot P N}{P A}
$$

from there we get

$$
B C \geq \frac{P M}{P A} B N+\frac{A N \cdot P M+A M \cdot P N}{P A}+\frac{P N}{P A} C M
$$

Therefore,

$$
B C \cdot P A \geq P M \cdot A B+P N \cdot C A
$$

Then, $P A \geq p_{b} \frac{c}{a}+p_{c} \frac{b}{a}$. Similarly for the other two inequalities.

Solution 2.73. Take a sequence of reflections of the quadrilateral $A B C D$, as shown in the figure.


Note that the perimeter of $P Q R S$ is the sum of the lengths of the piecewise line $P Q R^{\prime} S^{\prime \prime} P^{\prime \prime}$. Note also that $A^{\prime \prime} B^{\prime \prime}$ is parallel to $A B$ and that the shortest distance is $A A^{\prime \prime}$ as can be seen if we project $O$ on the sides of the quadrilateral.

Solution 2.74. First note that $(D E F)=(A B C)-(A F E)-(F B D)-(E D C)$.
If $x=B D, y=C E, z=A F, a-x=D C, b-y=E A$ and $c-z=F B$, we have

$$
\frac{(A F E)}{(A B C)}=\frac{z(b-y)}{c b}, \frac{(F B D)}{(A B C)}=\frac{x(c-z)}{a c} \text { and } \frac{(E D C)}{(A B C)}=\frac{y(a-x)}{b a}
$$

Therefore,

$$
\begin{aligned}
\frac{(D E F)}{(A B C)} & =1-\frac{z}{c}\left(1-\frac{y}{b}\right)-\frac{x}{a}\left(1-\frac{z}{c}\right)-\frac{y}{b}\left(1-\frac{x}{a}\right) \\
& =\left(1-\frac{x}{a}\right)\left(1-\frac{y}{b}\right)\left(1-\frac{z}{c}\right)+\frac{x}{a} \cdot \frac{y}{b} \cdot \frac{z}{c}=2 \frac{x}{a} \cdot \frac{y}{b} \cdot \frac{z}{c} .
\end{aligned}
$$

The last equality follows from the fact that $\frac{x}{a-x} \cdot \frac{y}{b-y} \cdot \frac{z}{c-z}=1$ which is guaranteed because the cevians occur. Now, the last product is maximum when $\frac{x}{a}=\frac{y}{b}=$ $\frac{z}{c}$, and since the segments concur the common value is $\frac{1}{2}$. Thus $P$ must be the centroid.

Solution 2.75. If $x=P D, y=P E$ and $z=P F$, we can deduce that $2(A B C)=$ $a x+b y+c z$. Using the Cauchy-Schwarz inequality,

$$
(a+b+c)^{2} \leq\left(\frac{a}{x}+\frac{b}{y}+\frac{c}{z}\right)(a x+b y+c z)
$$

Then $\frac{a}{x}+\frac{b}{y}+\frac{c}{z} \geq \frac{(a+b+c)^{2}}{2(A B C)}$ and the equality holds when $x=y=z$, that is, when $P$ is the incenter.

Solution 2.76. First, observe that $B D^{2}+C E^{2}+A F^{2}=D C^{2}+E A^{2}+F B^{2}$, where $B D^{2}-D C^{2}=P B^{2}-P C^{2}$ and similar relations have been used.

Now, $(B D+D C)^{2}=a^{2}$, hence $B D^{2}+D C^{2}=a^{2}-2 B D \cdot D C$. Similarly for the other two sides. Thus, $B D^{2}+D C^{2}+C E^{2}+A E^{2}+A F^{2}+F B^{2}=a^{2}+b^{2}+$ $c^{2}-2(B D \cdot D C+C E \cdot A E+A F \cdot F B)$.

In this way, the sum is minimum when $(B D \cdot D C+C E \cdot A E+A F \cdot F B)$ is maximum. But $B D \cdot D C \leq\left(\frac{B D+D C}{2}\right)^{2}=\left(\frac{a}{2}\right)^{2}$ and the maximum is attained when $B D=D C$. Similarly, $C E=E A$ and $A F=F B$, therefore $P$ is the circumcenter.

Solution 2.77. Since $\sqrt[3]{(a P D)(b P E)(c P F)} \leq \frac{a P D+b P E+c P F}{3}=\frac{2(A B C)}{3}$, we can deduce that $P D \cdot P E \cdot P F \leq \frac{8}{27} \frac{(A B C)^{3}}{a b c}$. Moreover, the equality holds if and only if $a P D=b P E=c P F$.

But $c \cdot P F=b \cdot P E \Leftrightarrow(A B P)=(C A P) \Leftrightarrow P$ is on the median $A A^{\prime}$. Similarly, we can see that $P$ is on the other medians, thus $P$ is the centroid.

Solution 2.78. Using the technique for proving Leibniz's theorem, verify that $3 P G^{2}=P A^{2}+P B^{2}+P C^{2}-\frac{1}{3}\left(a^{2}+b^{2}+c^{2}\right)$, where $G$ is the centroid of $A B C$. Therefore, the optimal point must be $P=G$.

Solution 2.79. The quadrilateral $A P M N$ is cyclic and it is inscribed in the circle of diameter $A P$. The chord $M N$ always opens the angle $A$ (or $180^{\circ}-\angle A$ ), therefore the length of $M N$ will depend proportionally on the radius of the circumscribed circle to $A P M N$. The biggest circle will be attained when the diameter $A P$ is the biggest possible. This happens when $P$ is diametrally opposed to $A$. In this case $M$

and $N$ coincide with $B$ and $C$, respectively. Therefore the maximum chord $M N$ is $B C$.

Solution 2.80. The circumcircle of $D E F$ is the nine-point circle of $A B C$, therefore it intersects also the midpoints of the sides of $A B C$ and goes through $L, M, N$, the midpoints of $A H, B H, C H$, respectively.


Note that $t_{a}^{2}=A L \cdot A D$, then

$$
\begin{aligned}
\sum \frac{t_{a}^{2}}{h_{a}} & =\sum \frac{A L \cdot A D}{A D}=\sum A L=\sum O A^{\prime} \\
& =\sum R \cos A \leq 3 R \cos \frac{A+B+C}{3}=3 R \cos 60^{\circ}=\frac{3}{2} R
\end{aligned}
$$

Observe that we can prove a stronger result $\sum \frac{t_{a}^{2}}{h_{a}}=R+r$, using the fact that $\cos A+\cos B+\cos C=\frac{r}{R}+1$. See Lemma 2.5.2.
Solution 2.81. (i) Notice that

$$
\begin{aligned}
\frac{p_{a}}{h_{a}}+\frac{p_{b}}{h_{b}}+\frac{p_{c}}{h_{c}} & =\frac{a p_{a}}{a h_{a}}+\frac{b p_{b}}{b h_{b}}+\frac{c p_{c}}{c h_{c}} \\
& =\frac{2(P B C)+2(P C A)+2(P A B)}{2(A B C)}=1 .
\end{aligned}
$$

Now use the fact that

$$
\left(\frac{p_{a}}{h_{a}}+\frac{p_{b}}{h_{b}}+\frac{p_{c}}{h_{c}}\right)\left(\frac{h_{a}}{p_{a}}+\frac{h_{b}}{p_{b}}+\frac{h_{c}}{p_{c}}\right) \geq 9 .
$$

(ii) Using the AM-GM inequality, we have

$$
27\left(\frac{p_{a}}{h_{a}} \frac{p_{b}}{h_{b}} \frac{p_{c}}{h_{c}}\right) \leq\left(\frac{p_{a}}{h_{a}}+\frac{p_{b}}{h_{b}}+\frac{p_{c}}{h_{c}}\right)^{3}=1,
$$

where the last equality follows from (i).
(iii) Let $x=(P B C), y=(P C A)$ and $z=(P A B)$. Observe that $a\left(h_{a}-p_{a}\right)=$ $a h_{a}-a p_{a}=2(y+z) \geq 4 \sqrt{y z}$. Similarly, we have that $b\left(h_{b}-p_{b}\right) \geq 4 \sqrt{z x} \mathrm{y}$ $c\left(h_{c}-p_{c}\right) \geq 4 \sqrt{x y}$. Then,

$$
a\left(h_{a}-p_{a}\right) b\left(h_{b}-p_{b}\right) c\left(h_{c}-p_{c}\right) \geq 64 x y z=8\left(a p_{a} b p_{b} c p_{c}\right) .
$$

Therefore, $\left(h_{a}-p_{a}\right)\left(h_{b}-p_{b}\right)\left(h_{c}-p_{c}\right) \geq 8 p_{a} p_{b} p_{c}$.

Solution 2.82. Assume that $a<b<c$, then of all the altitudes of $A B C, A D$ is the longest. If $E$ is the projection of $I$ on $A D$, it is enough to prove that $A E \geq A O=R$. Remember that the internal bisector of $\angle A$ is also the internal bisector of $\angle E A O$. If $I$ is projected on $E^{\prime}$ in the diameter $A A^{\prime}$, then $A E=A E^{\prime}$. Now prove that $A E^{\prime} \geq A O$, by proving that $I$ is inside the acute triangle $C O F$, where $F$ is the intersection of $A A^{\prime}$ with $B C$.

To see that $C O F$ is an acute triangle, use that the angles of $A B C$ satisfy $\angle A<\angle B<\angle C$, so that $\frac{1}{2} \angle B<90^{\circ}-\angle A, \frac{1}{2} \angle C<90^{\circ}-\angle A$. Use also that $\angle C O F=\angle A+\angle C-\angle B<90^{\circ}$.
Solution 2.83. Let $A B C$ be a triangle with sides of lengths $a, b$ and $c$. Using Heron's formula to calculate the area of the triangle, we have that

$$
\begin{equation*}
(A B C)=\sqrt{s(s-a)(s-b)(s-c)}, \quad \text { where } \quad s=\frac{a+b+c}{2} \tag{4.7}
\end{equation*}
$$

If $s$ and $c$ are fixed, then $s-c$ is also fixed. Then the product $16(A B C)^{2}$ is maximum when $(s-a)(s-b)$ is maximum, that is, if $s-a=s-b$, which is equivalent to $a=b$. Therefore the triangle is isosceles.
Solution 2.84. Let $A B C$ be a triangle with sides of length $a, b$ and $c$. Since the perimeter is fixed, the semi-perimeter is also fixed. Using (4.7), we have that $16(A B C)^{2}$ is maximum when $(s-a)(s-b)(s-c)$ is maximum. The product of these three numbers is maximum when $(s-a)=(s-b)=(s-c)$, that is, when $a=b=c$. Therefore, the triangle is equilateral.
Solution 2.85. If $a, b, c$ are the lengths of the sides of the triangle, observe that $a+b+c=2 R(\sin \angle A+\sin \angle B+\sin \angle C) \leq 6 R \sin \left(\frac{\angle A+\angle B+\angle C}{3}\right)$, since the function $\sin x$ is concave. Moreover, equality holds when $\sin \angle A=\sin \angle B=\sin \angle C$.
Solution 2.86. The inequality $(l m+m n+n l)(l+m+n) \geq a^{2} l+b^{2} m+c^{2} n$ is equivalent to

$$
\begin{aligned}
& \frac{l^{2}+m^{2}-c^{2}}{l m}+\frac{m^{2}+n^{2}-b^{2}}{m n}+\frac{n^{2}+l^{2}-a^{2}}{n l}+3 \geq 0 \\
& \Leftrightarrow \cos \angle A P B+\cos \angle B P C+\cos \angle C P A+\frac{3}{2} \geq 0
\end{aligned}
$$

Now use the fact that $\cos \alpha+\cos \beta+\cos \gamma+\frac{3}{2} \geq 0$ is equivalent to $\left(2 \cos \frac{\alpha+\beta}{2}+\right.$ $\left.\cos \frac{\alpha-\beta}{2}\right)^{2}+\sin ^{2}\left(\frac{\alpha-\beta}{2}\right) \geq 0$.
Solution 2.87. Consider the Fermat point $F$ and let $p_{1}=F A, p_{2}=F B$ and $p_{3}=F C$, then observe first that $(A B C)=\frac{1}{2}\left(p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}\right) \sin 120^{\circ}=$ $\frac{\sqrt{3}}{4}\left(p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}\right)$. Also,

$$
\begin{aligned}
a^{2}+b^{2}+c^{2} & =2 p_{1}^{2}+2 p_{2}^{2}+2 p_{3}^{2}-2 p_{1} p_{2} \cos 120^{\circ}-2 p_{2} p_{3} \cos 120^{\circ}-2 p_{3} p_{1} \cos 120^{\circ} \\
& =2\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}\right)+p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}
\end{aligned}
$$

Now, using the fact that $x^{2}+y^{2} \geq 2 x y$, we can deduce that $a^{2}+b^{2}+c^{2} \geq$ $3\left(p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}\right)=3\left(\frac{4}{3} \sqrt{3}(A B C)\right)$. Then, $a^{2}+b^{2}+c^{2} \geq 4 \sqrt{3}(A B C)$.

Moreover, the equality $a^{2}+b^{2}+c^{2}=4 \sqrt{3}(A B C)$ holds when $p_{1}^{2}+p_{2}^{2}+p_{3}^{2}=$ $p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{2}$, that is, when $p_{1}=p_{2}=p_{3}$ or, equivalently, when the triangle is equilateral.

Solution 2.88. Let $a, b, c$ be the lengths of the sides of the triangle $A B C$. In the same manner as we proceeded in the previous exercise, define $p_{1}=F A, p_{2}=F B$ and $p_{3}=F C$. From the solution of the previous exercise we know that

$$
4 \sqrt{3}(A B C)=3\left(p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}\right)
$$

Thus, we only need to prove that

$$
3\left(p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1}\right) \leq\left(p_{1}+p_{2}+p_{3}\right)^{2}
$$

but this is equivalent to $p_{1} p_{2}+p_{2} p_{3}+p_{3} p_{1} \leq p_{1}^{2}+p_{2}^{2}+p_{3}^{2}$, which is Exercise 1.27.
Solution 2.89. As in the Fermat problem there are two cases, when in $A B C$ all angles are less than $120^{\circ}$ or when there is an angle greater than $120^{\circ}$.

In the first case the minimum of $P A+P B+P C$ is $C C^{\prime}$, where $C^{\prime}$ is the image of $A$ when we rotate the figure in a positive direction through an angle of $60^{\circ}$ having $B$ as the center. Using the cosine law, we obtain

$$
\begin{aligned}
\left(C C^{\prime}\right)^{2} & =b^{2}+c^{2}-2 b c \cos \left(A+60^{\circ}\right) \\
& =b^{2}+c^{2}-b c \cos A+b c \sqrt{3} \sin A \\
& =\frac{1}{2}\left(a^{2}+b^{2}+c^{2}\right)+2 \sqrt{3}(A B C) .
\end{aligned}
$$

Now, use the fact that $a^{2}+b^{2}+c^{2} \geq 4 \sqrt{3}(A B C)$ to obtain $\left(C C^{\prime}\right)^{2} \geq 4 \sqrt{3}(A B C)$. Applying Theorem 2.4.3 we have that $(A B C) \geq 3 \sqrt{3} r^{2}$, therefore $\left(C C^{\prime}\right)^{2} \geq 36 r^{2}$.

When $\angle A \geq 120^{\circ}$, the point that solves Fermat-Steiner problem is the point $A$, then $P A+P B+P C \geq A B+A C=b+c$. It suffices to prove that $b+c \geq 6 r$. Moreover, we can use the fact that $b=x+z, c=x+y$ and $r=\sqrt{\frac{x y z}{x+y+z}}$.
Second solution. It is clear that $P A+p_{a} \geq h_{a}$, where $p_{a}$ is the distance from $P$ to $B C$ and $h_{a}$ is the length of the altitude from $A$. Then $h_{a}+h_{b}+h_{c} \leq$ $(P A+P B+P C)+\left(p_{a}+p_{b}+p_{c}\right) \leq \frac{3}{2}(P A+P B+P C)$, where the last inequality follows from Erdős-Mordell's theorem.

Now using Exercise 1.36 we have that $9 \leq\left(h_{a}+h_{b}+h_{c}\right)\left(\frac{1}{h_{a}}+\frac{1}{h_{b}}+\frac{1}{h_{c}}\right)=$ $\left(h_{a}+h_{b}+h_{c}\right)\left(\frac{1}{r}\right)$. Therefore, $9 r \leq h_{a}+h_{b}+h_{c} \leq \frac{3}{2}(P A+P B+P C)$ and the result follows.

Solution 2.90. First, we note that $\left(A_{1} B_{1} C_{1}\right)=\frac{1}{2} A_{1} B_{1} \cdot A_{1} C_{1} \cdot \sin \angle B_{1} A_{1} C_{1}$. Since $P B_{1} C A_{1}$ is a cyclic quadrilateral with diameter $P C$, applying the sine law leads us to $A_{1} B_{1}=P C \sin C$. Similarly, $A_{1} C_{1}=P B \sin B$.

Call $Q$ the intersection of $B P$ with the circumcircle of triangle $A B C$, then $\angle B_{1} A_{1} C_{1}=\angle Q C P$. In fact, since $P B_{1} C A_{1}$ is a cyclic quadrilateral we have $\angle B_{1} C P=\angle B_{1} A_{1} P$. Similarly, $\angle C_{1} B P=\angle C_{1} A_{1} P$. Then $\angle B_{1} A_{1} C_{1}=\angle B_{1} A_{1} P$ $+\angle C_{1} A_{1} P=\angle B_{1} C P+\angle C_{1} B P$, but $\angle C_{1} B P=\angle A B Q=\angle A C Q$. Therefore, $\angle B_{1} A_{1} C_{1}=\angle B_{1} C P+\angle A C Q=\angle Q C P$.

Once again, the sine law guarantees that $\frac{\sin \angle Q C P}{\sin \angle B Q C}=\frac{P Q}{P C}$.

$$
\begin{aligned}
\left(A_{1} B_{1} C_{1}\right) & =\frac{1}{2} A_{1} B_{1} \cdot A_{1} C_{1} \sin \angle B_{1} A_{1} C_{1} \\
& =\frac{1}{2} P B \cdot P C \sin B \sin C \sin \angle Q C P \\
& =\frac{1}{2} P B \cdot P C \cdot \sin B \sin C \frac{P Q}{P C} \sin \angle B Q C \\
& =\frac{1}{2} P B \cdot P Q \cdot \sin A \sin B \sin C \\
& =\frac{\left(R^{2}-O P^{2}\right)(A B C)}{4 R^{2}}
\end{aligned}
$$

The last equality holds true because the power of the point $P$ with respect to the circumcircle of $A B C$ is $P B \cdot P Q=R^{2}-O P^{2}$, and because $(A B C)=$ $2 R^{2} \sin A \sin B \sin C$. The area of $A_{1} B_{1} C_{1}$ is maximum when $P=O$, that is, when $A_{1} B_{1} C_{1}$ is the medial triangle.


### 4.3 Solutions to the problems in Chapter 3

Solution 3.1. Let $a=A_{1} A_{2}, b=A_{1} A_{3}$ and $c=A_{1} A_{4}$. Using Ptolemy's theorem in the quadrilateral $A_{1} A_{3} A_{4} A_{5}$, we can deduce that $a b+a c=b c$ or, equivalently, $\frac{a}{b}+\frac{a}{c}=1$.

Since the triangles $A_{1} A_{2} A_{3}$ and $B_{1} B_{2} B_{3}$ are similar, $\frac{B_{1} B_{2}}{B_{1} B_{3}}=\frac{A_{1} A_{2}}{A_{1} A_{3}}=\frac{a}{b}$ and from there we obtain $B_{1} B_{2}=\frac{a^{2}}{b}$. Similarly $C_{1} C_{2}=\frac{a^{2}}{c}$. Therefore $\frac{S_{B}+S_{C}}{S_{A}}=$ $\frac{a^{2}}{b^{2}}+\frac{a^{2}}{c^{2}}=\frac{a^{2} c^{2}+a^{2} b^{2}}{b^{2} c^{2}}=\frac{b^{2}+c^{2}}{(b+c)^{2}}>\frac{(b+c)^{2}}{2(b+c)^{2}}=\frac{1}{2}$. The third equality follows from $a b+a c=b c$ and the inequality follows from inequality (1.11). The inequality is strict since $b \neq c$.

Note that $\frac{a^{2}}{b^{2}}+\frac{a^{2}}{c^{2}}=\left(\frac{a}{b}+\frac{a}{c}\right)^{2}-2 \frac{a^{2}}{b c}=1-2 \frac{a^{2}}{b c}$.
The sine law applied to the triangle $A_{1} A_{3} A_{4}$ leads us to

$$
\begin{aligned}
\frac{a^{2}}{b c} & =\frac{\sin ^{2} \frac{\pi}{7}}{\sin \frac{2 \pi}{7} \sin \frac{4 \pi}{7}}=\frac{\sin ^{2} \frac{\pi}{7}}{2 \sin \frac{2 \pi}{7} \sin \frac{2 \pi}{7} \cos \frac{2 \pi}{7}} \\
& =\frac{\sin ^{2} \frac{\pi}{7}}{2\left(1-\cos ^{2} \frac{2 \pi}{7}\right) \cos \frac{2 \pi}{7}}=\frac{\sin ^{2} \frac{\pi}{7}}{2 \cos \frac{2 \pi}{7}\left(1+\cos \frac{2 \pi}{7}\right)\left(1-\cos \frac{2 \pi}{7}\right)} \\
& =\frac{\sin ^{2} \frac{\pi}{7}}{4 \cos \frac{2 \pi}{7}\left(1+\cos \frac{2 \pi}{7}\right) \sin ^{2} \frac{\pi}{7}}=\frac{1}{4 \cos \frac{2 \pi}{7}\left(1+\cos \frac{2 \pi}{7}\right)} \\
& >\frac{1}{4 \cos \frac{\pi}{4}\left(1+\cos \frac{\pi}{4}\right)}=\frac{1}{4 \frac{\sqrt{2}}{2}\left(1+\frac{\sqrt{2}}{2}\right)}=\frac{\sqrt{2}-1}{2} .
\end{aligned}
$$

Thus $\frac{a^{2}}{b^{2}}+\frac{a^{2}}{c^{2}}=1-2 \frac{a^{2}}{b c}<1-(\sqrt{2}-1)=2-\sqrt{2}$.
Solution 3.2. Cut the tetrahedron along the edges $A D, B D, C D$ and place it on the plane of the triangle $A B C$. The faces $A B D, B C D$ and $C A D$ will have as their image the triangles $A B D_{1}, B C D_{2}$ and $C A D_{3}$. Observe that $D_{3}, A$ and $D_{1}$ are collinear, as are $D_{1}, B$ and $D_{2}$. Moreover, $A$ is the midpoint of $D_{1} D_{3}$ (since both $D_{1} A$ and $D_{3} A$ are equal in length to $D A$ ), and similarly $B$ is the midpoint of $D_{1} D_{2}$. Then $A B=\frac{1}{2} D_{2} D_{3}$ and by the triangle inequality, $D_{2} D_{3} \leq C D_{3}+C D_{2}=2 C D$. Hence $A B \leq C D$, as desired.
Solution 3.3. Letting $S$ be the area of the triangle, we have the formulae $\sin \alpha=\frac{2 S}{b c}$, $\sin \beta=\frac{2 S}{c a}, \sin \gamma=\frac{2 S}{a b}$ and $r=\frac{S}{s}=\frac{2 S}{a+b+c}$. Using these formulae we find that the inequality to be proved is equivalent to

$$
\left(\frac{a}{b c}+\frac{b}{c a}+\frac{c}{a b}\right)(a+b+c) \geq 9
$$

which can be proved by applying the AM-GM inequality to each factor on the left side.

Solution 3.4. Suppose that the circles have radii 1. Let $P$ be the common point of the circles and let $A, B, C$ be the second intersection points of each pair of circles. We have to minimize the common area between any pair of circles, which will be minimum if the point $P$ is in the interior of the triangle $A B C$ (otherwise, rotate one circle by $180^{\circ}$ around $P$, and this will reduce the common area).

The area of the common parts is equal to $\pi-(\sin \alpha+\sin \beta+\sin \gamma)$, where $\alpha, \beta, \gamma$ are the central angles of the common arcs of the circles. It is clear that

$\alpha+\beta+\gamma=180^{\circ}$. Since the function $\sin x$ is concave, the minimum is reached when $\alpha=\beta=\gamma=\frac{\pi}{3}$, which implies that the centers of the circles form an equilateral triangle.
Solution 3.5. Let $I$ be the incenter of $A B C$, and draw the line through $I$ perpendicular to $I C$. Let $D^{\prime}, E^{\prime}$ be the intersections of this line with $B C, C A$, respectively. First prove that $(C D E) \geq\left(C D^{\prime} E^{\prime}\right)$ by showing that the area of $D^{\prime} D I$ is greater than or equal to the area of $E E^{\prime} I$; to see this, observe that one of the triangles $D D^{\prime} I, E E^{\prime} I$ lies in the opposite side to $C$ with respect to the line $D^{\prime} E^{\prime}$, if for instance, it is $D D^{\prime} I$, then this triangle will have a greater area than the area of $E E^{\prime} I$, then the claim.

Now, prove that the area $\left(C D^{\prime} E^{\prime}\right)$ is $\frac{2 r^{2}}{\sin C}$; to see this, note that $C I=\frac{r}{\sin \frac{C}{2}}$ and that $D^{\prime} I=\frac{r}{\cos \frac{C}{2}}$, then

$$
\left(C D^{\prime} E^{\prime}\right)=\frac{1}{2} D^{\prime} E^{\prime} \cdot C I=D^{\prime} I \cdot C I=\frac{2 r^{2}}{2 \sin \frac{C}{2} \cos \frac{C}{2}}=\frac{2 r^{2}}{\sin C} \geq 2 r^{2}
$$

Solution 3.6. The key is to note that $2 A X \geq \sqrt{3}(A B+B X)$, which can be deduced by applying Ptolemy's inequality (Exercise 2.11) to the cyclic quadrilateral $A B X O$ that is formed when we glue the triangle $A B X$ to the equilateral triangle $A X O$ of side $A X$, and then observing that the diameter of the circumcircle of the equilateral triangle is $\frac{2}{\sqrt{3}} A X$, that is, $A X(A B+B X)=A X \cdot B O \leq A X \cdot \frac{2}{\sqrt{3}} A X$. Hence

$$
\begin{aligned}
2 A D & =2(A X+X D) \geq \sqrt{3}(A B+B X)+2 X D \\
& \geq \sqrt{3}(A B+B C+C X)+\sqrt{3} X D \\
& \geq \sqrt{3}(A B+B C+C D)
\end{aligned}
$$

Solution 3.7. Take the triangle $A^{\prime} B^{\prime} C^{\prime}$ of maximum area between all triangles that can be formed with three points of the given set of points; then its area satisfies $\left(A^{\prime} B^{\prime} C^{\prime}\right) \leq 1$. Construct another triangle $A B C$ that has $A^{\prime} B^{\prime} C^{\prime}$ as its
medial triangle; this has an area $(A B C)=4\left(A^{\prime} B^{\prime} C^{\prime}\right) \leq 4$. In $A B C$ we can find all the points. Indeed, if some point $Q$ is outside of $A B C$, it will be in one of the half-planes determined by the sides of the triangle and opposite to the half-plane where the third vertex lies. For instance, if $Q$ is in the half-plane determined by $B C$, opposite to where $A$ lies, the triangle $Q B^{\prime} C^{\prime}$ has greater area than $A^{\prime} B^{\prime} C^{\prime}$, a contradiction.

Solution 3.8. Let $M=1+\frac{1}{2}+\cdots+\frac{1}{n}$. Let us prove that $M$ is the desired minimum value, which is achieved by setting $x_{1}=x_{2}=\cdots=x_{n}=1$. Using the AM-GM inequality, we get $x_{k}^{k}+(k-1) \geq k x_{k}$ for all $k$. Therefore
$x_{1}+\frac{x_{2}^{2}}{2}+\frac{x_{3}^{3}}{3}+\cdots+\frac{x_{n}^{n}}{n} \geq x_{1}+x_{2}-\frac{1}{2}+\cdots+x_{n}-\frac{n-1}{n}=x_{1}+x_{2}+\cdots+x_{n}-n+M$.
On the other hand, the arithmetic-harmonic inequality leads us to

$$
\frac{x_{1}+x_{2}+\cdots+x_{n}}{n} \geq \frac{n}{\frac{1}{x_{1}}+\frac{1}{x_{1}}+\cdots+\frac{1}{x_{n}}}=1
$$

We conclude that the given expression is at least $n-n+M=M$. Since $M$ is achieved, it is the desired minimum.
Second solution. Apply the weighted AM-GM inequality to the numbers $\left\{x_{j}^{j}\right\}$ with weights $\left\{t_{j}=\frac{\frac{1}{j}}{\sum \frac{1}{j}}\right\}$, to get

$$
\sum \frac{x_{j}^{j}}{j} \geq\left(\sum \frac{1}{j}\right)\left(x_{1} x_{2} \cdots x_{n}\right)^{\frac{1}{\sum \frac{1}{\jmath}}} \geq \sum \frac{1}{j}
$$

The last inequality follows from $n \sqrt[n]{\frac{1}{x_{1}} \cdots \frac{1}{x_{n}}} \leq \sum \frac{1}{x_{j}}=n$.
Solution 3.9. Note that $A F E$ and $B D C$ are equilateral triangles. Let $C^{\prime}$ and $F^{\prime}$ be points outside the hexagon and such that $A B C^{\prime}$ and $D E F^{\prime}$ are also equilateral triangles. Since $B E$ is the perpendicular bisector of $A D$, it follows that $C^{\prime}$ and $F^{\prime}$ are the reflections of $C$ and $F$ on the line $B E$. Now use the fact that $A C^{\prime} B G$ and $E F^{\prime} D H$ are cyclic in order to conclude that $A G+G B=G C^{\prime}$ and $D H+H E=$ $H F^{\prime}$.

Solution 3.10. Leibniz's theorem implies $O G^{2}=R^{2}-\frac{1}{9}\left(a^{2}+b^{2}+c^{2}\right)$. Since $r s=\frac{a b c}{4 R}$, we can deduce that $2 r R=\frac{a b c}{a+b+c}$. Then we have to prove that $a b c \leq$ $\frac{(a+b+c)}{3} \frac{\left(a^{2}+b^{2}+c^{2}\right)}{3}$, for which we can use the AM-GM inequality.
Solution 3.11. The left-hand side of the inequality follows from

$$
\sqrt{1+x_{0}+x_{1}+\cdots+x_{i-1}} \sqrt{x_{i}+\cdots+x_{n}} \leq \frac{1}{2}\left(1+x_{0}+\cdots+x_{n}\right)=1
$$

For the right-hand side consider $\theta_{i}=\arcsin \left(x_{0}+\cdots+x_{i}\right)$ for $i=0, \ldots, n$. Note that

$$
\begin{aligned}
\sqrt{1+x_{0}+\cdots+x_{i-1}} \sqrt{x_{i}+\cdots+x_{n}} & =\sqrt{1+\sin \theta_{i-1}} \sqrt{1-\sin \theta_{i-1}} \\
& =\cos \theta_{i-1}
\end{aligned}
$$

It is left to prove that $\sum \frac{\sin \theta_{i}-\sin \theta_{i-1}}{\cos \theta_{i-1}}<\frac{\pi}{2}$. But

$$
\sin \theta_{i}-\sin \theta_{i-1}=2 \cos \frac{\theta_{i}+\theta_{i-1}}{2} \sin \frac{\theta_{i}-\theta_{i-1}}{2}<\left(\cos \theta_{i-1}\right)\left(\theta_{i}-\theta_{i-1}\right)
$$

To show the inequality, use the facts that $\cos \theta$ is a decreasing function and that $\sin \theta \leq \theta$ for $0 \leq \theta \leq \frac{\pi}{2}$. Then

$$
\sum \frac{\sin \theta_{i}-\sin \theta_{i-1}}{\cos \theta_{i-1}}<\sum \theta_{i}-\theta_{i-1}=\theta_{n}-\theta_{0}=\frac{\pi}{2}
$$

Solution 3.12. If $\sum_{i=1}^{n} x_{i}=1$, then $1=\left(\sum_{i=1}^{n} x_{i}\right)^{2}=\sum_{i=1}^{n} x_{i}^{2}+2 \sum_{i<j} x_{i} x_{j}$. Therefore the inequality that we need to prove is equivalent to

$$
\frac{1}{n-1} \leq \sum_{i=1}^{n} \frac{x_{i}^{2}}{1-a_{i}}
$$

Use the Cauchy-Schwarz inequality to prove that

$$
\left(\sum_{i=1}^{n} x_{i}\right)^{2} \leq \sum_{i=1}^{n} \frac{x_{i}^{2}}{1-a_{i}} \sum_{i=1}^{n}\left(1-a_{i}\right)
$$

Solution 3.13. First prove that $\sum_{i=1}^{n} x_{n+1}\left(x_{n+1}-x_{i}\right)=(n-1) x_{n+1}^{2}$. The inequality that we need to prove is reduced to

$$
\sum_{i=1}^{n} \sqrt{x_{i}\left(x_{n+1}-x_{i}\right)} \leq \sqrt{n-1} x_{n+1}
$$

Now use the Cauchy-Schwarz inequality with the following two $n$-sets of real numbers: $\left(\sqrt{x_{1}}, \ldots, \sqrt{x_{n}}\right)$ and $\left(\sqrt{x_{n+1}-x_{1}}, \ldots, \sqrt{x_{n+1}-x_{n}}\right)$.

Solution 3.14. First, recall that $N$ is also the midpoint of the segment that joins the midpoints $X$ and $Y$ of the diagonals $A C$ and $B D$. The circle of diameter $O M$ goes through $X$ and $Y$ since $O X$ and $O Y$ are perpendiculars to the corresponding diagonals, and $O N$ is a median of the triangle $O X Y$.
Solution 3.15. The inequality on the right-hand side follows from $w x+x y+y z+$ $z w=(w+y)(x+z)=-(w+y)^{2} \leq 0$.

For the inequality on the left-hand side, note that

$$
\begin{aligned}
|w x+x y+y z+z w| & =|(w+y)(x+z)| \\
& \leq \frac{1}{2}\left[(w+y)^{2}+(x+z)^{2}\right] \\
& \leq w^{2}+x^{2}+y^{2}+z^{2}=1
\end{aligned}
$$

We can again use the Cauchy-Schwarz inequality to obtain

$$
|w x+x y+y z+z w|^{2} \leq\left(w^{2}+x^{2}+y^{2}+z^{2}\right)\left(x^{2}+y^{2}+z^{2}+w^{2}\right)=1 .
$$

Solution 3.16. For the inequality on the left-hand side, rearrange as follows:

$$
\frac{a_{n}+a_{2}}{a_{1}}+\frac{a_{1}+a_{3}}{a_{2}}+\cdots+\frac{a_{n-1}+a_{1}}{a_{n}}=\frac{a_{1}}{a_{2}}+\frac{a_{2}}{a_{1}}+\frac{a_{3}}{a_{2}}+\frac{a_{2}}{a_{3}}+\cdots+\frac{a_{1}}{a_{n}}+\frac{a_{n}}{a_{1}},
$$

now, use the fact that $\left(\frac{x}{y}+\frac{y}{x}\right) \geq 2$.
Set $S_{n}=\frac{a_{n}+a_{2}}{a_{1}}+\frac{a_{1}+a_{3}}{a_{2}}+\frac{a_{2}+a_{4}}{a_{3}}+\cdots+\frac{a_{n-1}+a_{1}}{a_{n}}$. Using induction, prove that $S_{n} \leq 3 n$.

First, for $n=3$, we need to see that $\frac{b+c}{a}+\frac{c+a}{b}+\frac{a+b}{c} \leq 9$. If $a=b=c$, then $\frac{b+c}{a}+\frac{c+a}{b}+\frac{a+b}{c}=6$ and the inequality is true. Suppose that $a \leq b \leq c$ and that not all numbers are equal, then we have three cases: $a=b<c, a<b=c$, $a<b<c$. In all of them, we have $a \leq b$ and $a<c$. Hence $2 c=c+c>a+b$ and $\frac{a+b}{c}<2$, and since $\frac{a+b}{c}$ is a positive integer we have $c=a+b$.

Thus, $\frac{b+c}{a}+\frac{c+a}{b}+\frac{a+b}{c}=\frac{a+2 b}{a}+\frac{2 a+b}{b}+1=3+2 \frac{b}{a}+2 \frac{a}{b}$. Since $2 \frac{b}{a}$ and $2 \frac{a}{b}$ are positive integers, and since $\left(2 \frac{b}{a}\right)\left(2 \frac{a}{b}\right)=4$, we have that either both numbers are equal to 2 or one number is 1 and the other is 4 . This means the sum is at most 8 , which is less than 9 , then the result.

We continue with the induction. Suppose that $S_{n-1} \leq 3(n-1)$. Consider $\left\{a_{1}, \ldots, a_{n}\right\}$, if all are equal, then $S_{n}=2 n$ and the inequality is true. Suppose instead that there are at least two differents $a_{i}$ 's. Take the maximum of the $a_{i}$ 's; its neighbors ( $a_{i-1}, a_{i+1}$ ) can be equal to this maximum value, but since there are two different numbers between the $a_{i}$ 's for some maximum $a_{i}$, we have that one of its neighbors is less than $a_{i}$. We can then assume, without loss of generality, that $a_{n}$ is maximum and that one of its neighbors, $a_{n-1}$ or $a_{1}$, is less than $a_{n}$. Then, since $2 a_{n}>a_{n-1}+a_{1}$, we have that $\frac{a_{n-1}+a_{1}}{a_{n}}<2$ and then $\frac{a_{n-1}+a_{1}}{a_{n}}=1$, for which $a_{n}=a_{n-1}+a_{1}$. When we substitute this value of $a_{n}$ in $S_{n}$, we get

$$
\begin{aligned}
S_{n} & =\frac{a_{n-1}+a_{1}+a_{2}}{a_{1}}+\frac{a_{2}+a_{3}}{a_{2}}+\cdots+\frac{a_{n-2}+a_{n-1}+a_{1}}{a_{n-1}}+\frac{a_{n-1}+a_{1}}{a_{n-1}+a_{1}} \\
& =1+\frac{a_{n-1}+a_{2}}{a_{1}}+\frac{a_{2}+a_{3}}{a_{2}}+\cdots+\frac{a_{n-2}+a_{1}}{a_{n-1}}+1+1 .
\end{aligned}
$$

Since $S_{n-1} \leq 3(n-1)$, this implies that $S_{n} \leq 3 n$.

Solution 3.17. Since the quadrilateral $O B D C$ is cyclic, use Ptolemy's theorem to prove that $O D=R\left(\frac{B D}{B C}+\frac{D C}{B C}\right)$, where $R$ is the circumradius of $A B C$. On the other hand, since the triangles $B C E$ and $D C A$ are similar, as well as the triangles $A B D$ and $F B C$, it happens that $R\left(\frac{B D}{B C}+\frac{D C}{B C}\right)=R\left(\frac{A D}{F C}+\frac{A D}{E B}\right)$. We can find similar equalities for $O E$ and $O F, O E=R\left(\frac{B E}{A D}+\frac{B E}{C F}\right)$ and $O F=R\left(\frac{C F}{B E}+\frac{C F}{A D}\right)$. Multiplying these equalities and applying the AM-GM inequality, the result is attained.

Another way to prove this is using inversion. Let $D^{\prime}, E^{\prime}$ and $F^{\prime}$ be the intersection points of $A O, B O$ and $C O$ with the sides $B C, C A$ and $A B$, respectively. Invert the sides $B C, C A$ and $A B$ with respect to $(O, R)$, obtaining the circumcircles of the triangles $O B C, O C A$ and $O A B$, respectively. Then, $O D \cdot O D^{\prime}=O E \cdot O E^{\prime}=O F \cdot O F^{\prime}=R^{2}$. If $x=(A B O), y=(B C O)$ and $z=(C A O)$, we can deduce that

$$
\frac{A O}{O D^{\prime}}=\frac{z+x}{y}, \quad \frac{B O}{O E^{\prime}}=\frac{x+y}{z} \quad \text { and } \quad \frac{C O}{O F^{\prime}}=\frac{y+z}{x} .
$$

This implies, using the AM-GM inequality, that $\frac{R^{3}}{O D^{\prime} \cdot O E^{\prime} \cdot O F^{\prime}} \geq 8$; therefore, $O D$. $O E \cdot O F \geq 8 R^{3}$.
Solution 3.18. First, observe that $A Y \leq 2 R$ and that $h_{a} \leq A X$, where $h_{a}$ is the length of the altitude on $B C$. Then we can deduce that

$$
\begin{aligned}
\sum \frac{l_{a}}{\sin ^{2} A} & =\sum \frac{A X}{A Y \sin ^{2} A} \\
& \geq \sum \frac{h_{a}}{2 R \sin ^{2} A} \\
& =\sum \frac{h_{a}}{a \sin A} \quad\left(\text { since } \frac{\sin A}{a}=\frac{1}{2 R}\right) \\
& \geq 3 \sqrt[3]{\frac{h_{a}}{a \sin A} \frac{h_{b}}{b \sin B} \frac{h_{c}}{c \sin C}} \\
& =3
\end{aligned}
$$

since $h_{a}=b \sin C, h_{b}=c \sin A, h_{c}=a \sin B$.
Solution 3.19. Without loss of generality, $x_{1} \leq x_{2} \leq \cdots \leq x_{n}$. Since $1<2<\cdots<$ $n$, we have, using the rearrangement inequality (1.2), that

$$
A=x_{1}+2 x_{2}+\cdots+n x_{n} \geq n x_{1}+(n-1) x_{2}+\cdots+x_{n}=B
$$

Then, $|A+B|=\left|(n+1)\left(x_{1}+\cdots+x_{n}\right)\right|=n+1$, hence $A+B= \pm(n+1)$. Now, if $A+B=(n+1)$ it follows that $B \leq \frac{n+1}{2} \leq A$, and if $A+B=-(n+1)$, it is the case that $B \leq-\frac{n+1}{2} \leq A$

If we now assume that $\frac{n+1}{2}$ or $-\frac{n+1}{2}$ is between $B$ and $A$, otherwise $A$ or $B$ would be in the interval $\left[-\frac{n+1}{2}, \frac{n+1}{2}\right]$, then either $|A|$ or $|B|$ is less than or equal to $\frac{n+1}{2}$ and we can solve the problem.

Suppose therefore that $B \leq-\frac{n+1}{2}<\frac{n+1}{2} \leq A$.
Let $y_{1}, \ldots, y_{n}$ be a permutation of $x_{1}, \ldots, x_{n}$ such that $1 y_{1}+2 y_{2}+\cdots+n y_{n}=$ $C$ takes the maximum value with $C \leq-\frac{n+1}{2}$. Take $i$ such that $y_{1} \leq y_{2} \leq \cdots \leq y_{i}$ and $y_{i}>y_{i+1}$ and consider

$$
\begin{aligned}
D & =y_{1}+2 y_{2}+\cdots+i y_{i+1}+(i+1) y_{i}+(i+2) y_{i+2}+\cdots+n y_{n} \\
D-C & =i y_{i+1}+(i+1) y_{i}-\left(i y_{i}+(i+1) y_{i+1}\right)=y_{i}-y_{i+1}>0
\end{aligned}
$$

Since $\left|y_{i}\right|,\left|y_{i+1}\right| \leq \frac{n+1}{2}$, we can deduce that $D-C=y_{i}-y_{i+1} \leq n+1$; hence $D \leq C+n+1$ and therefore $C<D \leq C+n+1 \leq \frac{n+1}{2}$.

On the other hand, $D \geq-\frac{n+1}{2}$, since $C$ is the maximum sum which is less than $-\frac{n+1}{2}$. Thus $-\frac{n+1}{2} \leq D \leq \frac{n+1}{2}$ and then $|D| \leq \frac{n+1}{2}$.
Solution 3.20. Among the numbers $x, y, z$ two have the same $\operatorname{sign}$ (say $x$ and $y$ ), since $c=z\left(\frac{x}{y}+\frac{y}{x}\right)$ is positive, we can deduce that $z$ is positive.

Note that $a+b-c=\frac{2 x y}{z}, b+c-a=\frac{2 y z}{x}, c+a-b=\frac{2 z x}{y}$ are positive.
Conversely, if $u=a+b-c, v=b+c-a$ and $w=c+a-b$ are positive, taking $u=\frac{2 x y}{z}, v=\frac{2 y z}{x}, w=\frac{2 z x}{y}$, we can obtain $a=\frac{u+w}{2}=x\left(\frac{y}{z}+\frac{z}{y}\right)$, and so on.

Solution 3.21. First, prove that a centrally symmetric hexagon $A B C D E F$ has opposite parallel sides. Thus, $(A C E)=(B D F)=\frac{(A B C D E F)}{2}$. Now, if we reflect the triangle $P Q R$ with respect to the symmetry center of the hexagon, we get the points $P^{\prime}, Q^{\prime}, R^{\prime}$ which form the centrally symmetric hexagon $P R^{\prime} Q P^{\prime} R Q^{\prime}$, inscribed in $A B C D E F$ with area $2(P Q R)$.
Solution 3.22. Let $X=\sum_{i=1}^{4} x_{i}^{3}, X_{i}=X-x_{i}^{3}$; it is then evident that $X=$ $\frac{1}{3} \sum_{i=1}^{4} X_{i}$. Using the AM-GM inequality leads to $\frac{1}{3} X_{1} \geq \sqrt[3]{x_{2}^{3} x_{3}^{3} x_{4}^{3}}=\frac{1}{x_{1}}$; similar inequalities hold for the other indexes and this implies that $X \geq \sum_{i=1}^{4} \frac{1}{x_{i}}$.

Using Tchebyshev's inequality we obtain

$$
\frac{x_{1}^{3}+x_{2}^{3}+x_{3}^{3}+x_{4}^{3}}{4} \geq \frac{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}{4} \cdot \frac{x_{1}+x_{2}+x_{3}+x_{4}}{4}
$$

Thanks to the AM-GM inequality we get $\frac{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}}{4} \geq \sqrt[4]{\left(x_{1} x_{2} x_{3} x_{4}\right)^{2}}=1$, and therefore $X \geq \sum_{i=1} x_{i}$.
Solution 3.23. Use the Cauchy-Schwarz inequality with $u=\left(\frac{\sqrt{x-1}}{\sqrt{x}}, \frac{\sqrt{y-1}}{\sqrt{y}}, \frac{\sqrt{z-1}}{\sqrt{z}}\right)$ and $v=(\sqrt{x}, \sqrt{y}, \sqrt{z})$.
Solution 3.24. If $\alpha=\angle A C M$ and $\beta=\angle B D M$, then $\frac{M A \cdot M B}{M C \cdot M D}=\tan \alpha \tan \beta$ and $\alpha+\beta=\frac{\pi}{4}$. Now use the fact that $\tan \alpha \tan \beta \tan \gamma \leq \tan ^{3}\left(\frac{\alpha+\beta+\gamma}{3}\right)$, where $\gamma=\frac{\pi}{4}$.

Another method uses the fact that the inequality is equivalent to $(M C D) \geq$ $3 \sqrt{3}(M A B)$ which is equivalent to $\frac{h+l}{h} \geq 3 \sqrt{3}$, where $l$ is the length of the side of the square and $h$ is the length of the altitude from $M$ to $A B$. Find the maximum $h$.

Solution 3.25. First note that $\frac{P L}{A L}+\frac{P M}{B M}+\frac{P N}{C N}=1$. Now, use the fact that $A L$, $B M$ and $C N$ are less than $a$.
Solution 3.26. Since $\frac{P B}{P A} \cdot \frac{Q C}{Q A} \leq \frac{1}{4}\left(\frac{P B}{P A}+\frac{Q C}{Q A}\right)^{2}$, it is sufficient to see that $\frac{P B}{P A}+$ $\frac{Q C}{Q A}=1$.


Draw $B B^{\prime}, C C^{\prime}$ parallel to the median $A A^{\prime}$ in such a way that $B^{\prime}$ and $C^{\prime}$ are on $P Q$. The triangles $A P G$ and $B P B^{\prime}$ are similar, as well as $A Q G$ and $C Q C^{\prime}$, thus $\frac{P B}{P A}=\frac{B B^{\prime}}{A G}$ and $\frac{Q C}{Q A}=\frac{C C^{\prime}}{A G}$. Use this together with the fact that $A G=2 G A^{\prime}=B B^{\prime}+C C^{\prime}$.
Solution 3.27. Let $\Gamma$ be the circumcircle of $A B C$, and let $R$ be its radius. Consider the inversion in $\Gamma$. For any point $P$ other than $O$, let $P^{\prime}$ be its inverse. The inverse of the circumcircle of $O B C$ is the line $B C$, then $A_{1}^{\prime}$, the inverse of $A_{1}$, is the intersection point between the ray $O A_{1}$ and $B C$. Since ${ }^{22}$

$$
P^{\prime} Q^{\prime}=\frac{R^{2} \cdot P Q}{O P \cdot O Q}
$$

for two points $P, Q$ (distinct from $O$ ) with inverses $P^{\prime}, Q^{\prime}$, we have

$$
\frac{A A_{1}}{O A_{1}}=\frac{R^{2} \cdot A^{\prime} A_{1}^{\prime}}{O A^{\prime} \cdot O A_{1}^{\prime} \cdot O A_{1}}=\frac{A A_{1}^{\prime}}{O A}=\frac{x+y+z}{y+z}
$$

where $x, y, z$ denote the areas of the triangles $O B C, O C A, O A B$, respectively. Similarly, we have that

$$
\frac{B B_{1}}{O B_{1}}=\frac{x+y+z}{z+x} \text { and } \frac{C C_{1}}{O C_{1}}=\frac{x+y+z}{x+y}
$$

Thus

$$
\frac{A A_{1}}{O A_{1}}+\frac{B B_{1}}{O B_{1}}+\frac{C C_{1}}{O C_{1}}=(x+y+z)\left(\frac{1}{y+z}+\frac{1}{z+x}+\frac{1}{x+y}\right) \geq \frac{9}{2}
$$

For the last inequality, see Exercise 1.44.

[^15]Solution 3.28. The area of the triangle $G B C$ is $(G B C)=\frac{(A B C)}{3}=\frac{a \cdot G L}{2}$. Therefore $G L=\frac{2(A B C)}{3 a}$. Similarly, $G N=\frac{2(A B C)}{3 c}$.

In consequence,

$$
\begin{aligned}
(G N L) & =\frac{G L \cdot G N \sin B}{2}=\frac{4(A B C)^{2} \sin B}{18 a c} \\
& =\frac{4(A B C)^{2} b^{2}}{(18 a b c)(2 R)}=\frac{(A B C)^{2} b^{2}}{\left(9 R \frac{a b c}{4 R}\right)(4 R)} \\
& =\frac{(A B C) b^{2}}{9 \cdot 4 R^{2}}
\end{aligned}
$$

Similarly, $(G L M)=\frac{(A B C) c^{2}}{9 \cdot 4 R^{2}}$ and $(G M N)=\frac{(A B C) a^{2}}{9 \cdot 4 R^{2}}$. Therefore,

$$
\frac{(L M N)}{(A B C)}=\frac{1}{9}\left(\frac{a^{2}+b^{2}+c^{2}}{4 R^{2}}\right)=\frac{R^{2}-O G^{2}}{4 R^{2}}
$$

The inequality in the right follows easily.
For the other inequality, note that $O G=\frac{1}{3} O H$. Since the triangle is acute, $H$ is inside the triangle and $H O \leq R$. Therefore,

$$
\frac{(L M N)}{(A B C)}=\frac{R^{2}-\frac{1}{9} O H^{2}}{4 R^{2}} \geq \frac{R^{2}-\frac{1}{9} R^{2}}{4 R^{2}}=\frac{2}{9}>\frac{4}{27}
$$

Solution 3.29. The function $f(x)=\frac{1}{1+x}$ is convex for $x>0$. Thus,

$$
\begin{aligned}
\frac{f(a b)+f(b c)+f(c a)}{3} & \geq f\left(\frac{a b+b c+c a}{3}\right)=\frac{3}{3+a b+b c+c a} \\
& \geq \frac{3}{3+a^{2}+b^{2}+c^{2}}=\frac{1}{2}
\end{aligned}
$$

the last inequality follows from $a b+b c+c a \leq a^{2}+b^{2}+c^{2}$.
We can also begin with

$$
\frac{1}{1+a b}+\frac{1}{1+b c}+\frac{1}{1+c a} \geq \frac{9}{3+a b+b c+c a} \geq \frac{9}{3+a^{2}+b^{2}+c^{2}}=\frac{3}{2}
$$

The first inequality follows from inequality (1.11) and the second from Exercise 1.27 .

Solution 3.30. Set $x=b+2 c, y=c+2 a, z=a+2 b$. The desired inequality becomes

$$
\left(\frac{x}{y}+\frac{y}{x}\right)+\left(\frac{y}{z}+\frac{z}{y}\right)+\left(\frac{z}{x}+\frac{x}{z}\right)+3\left(\frac{y}{x}+\frac{z}{y}+\frac{x}{z}\right) \geq 15
$$

which can be proved using the AM-GM inequality. Another way of doing it is the following:

$$
\frac{a}{b+2 c}+\frac{b}{c+2 a}+\frac{c}{a+2 b}=\frac{a^{2}}{a b+2 c a}+\frac{b^{2}}{b c+2 a b}+\frac{c^{2}}{c a+2 b c} \geq \frac{(a+b+c)^{2}}{3(a b+b c+c a)}
$$

The inequality follows from inequality (1.11). It remains to prove the inequality $(a+b+c)^{2} \geq 3(a b+b c+c a)$, which is a consequence of the Cauchy-Schwarz inequality.
Solution 3.31. Use the inequality (1.11) or use the Cauchy-Schwarz inequality with

$$
\left(\frac{a}{\sqrt{a+b}}, \frac{b}{\sqrt{b+c}}, \frac{c}{\sqrt{c+d}}, \frac{d}{\sqrt{d+a}}\right) \quad \text { and } \quad(\sqrt{a+b}, \sqrt{b+c}, \sqrt{c+d}, \sqrt{d+a})
$$

Solution 3.32. Let $x=b+c-a, y=c+a-b$ and $z=a+b-c$. The similarity between the triangles $A D E$ and $A B C$ gives us

$$
\frac{D E}{a}=\frac{\text { perimeter of } A D E}{\text { perimeter of } A B C}=\frac{2 x}{a+b+c}
$$

Thus, $D E=\frac{x(y+z)}{x+y+z}$; that is, the inequality is equivalent to $\frac{x(y+z)}{x+y+z} \leq \frac{x+y+z}{4}$. Now use the AM-GM inequality.
Solution 3.33. Take $F$ on $A D$ with $A F=B C$ and define $E^{\prime}$ as the intersection of $B F$ and $A C$. Using the sine law in the triangles $A E^{\prime} F, B C E^{\prime}$ and $B D F$, we obtain

$$
\frac{A E^{\prime}}{E^{\prime} C}=\frac{A F \sin F}{\sin E^{\prime}} \cdot \frac{\sin E^{\prime}}{B C \sin B}=\frac{\sin F}{\sin B}=\frac{B D}{F D}=\frac{A E}{E C}
$$

therefore $E^{\prime}=E$.
Subsequently, consider $G$ on $B D$ with $B G=A D$ and $H$ the intersection point of $G E$ with the parallel to $B C$ passing through $A$. Use the fact that the triangles $E C G$ and $E A H$ are similar and also use Menelaus's theorem for the triangle $C A D$ with transversal $E F B$ to conclude that $A H=D B$. Hence, $B D A H$ is a parallelogram, $B H=A D$ and $B H G$ is isosceles with $B H=B G=A D>B E$.
Solution 3.34. Note that $a b+b c+c a \leq 3 a b c$ if and only if $\frac{1}{a}+\frac{1}{b}+\frac{1}{c} \leq 3$. Since

$$
(a+b+c)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) \geq 9
$$

we should have that $(a+b+c) \geq 3$. Then

$$
\begin{aligned}
3(a+b+c) & \leq(a+b+c)^{2} \\
& =\left(a^{3 / 2} a^{-1 / 2}+b^{3 / 2} b^{-1 / 2}+c^{3 / 2} c^{-1 / 2}\right)^{2} \\
& \leq\left(a^{3}+b^{3}+c^{3}\right)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) \\
& \leq 3\left(a^{3}+b^{3}+c^{3}\right) .
\end{aligned}
$$

Solution 3.35. Take $y_{i}=\frac{x_{i}}{n-1}$ for all $i=1,2, \ldots, n$ and suppose that the inequality is false, that is,

$$
\frac{1}{1+y_{1}}+\frac{1}{1+y_{2}}+\cdots+\frac{1}{1+y_{n}}>n-1 .
$$

Then

$$
\begin{aligned}
\frac{1}{1+y_{i}} & >\sum_{j \neq i}\left(1-\frac{1}{1+y_{j}}\right)=\sum_{j \neq i} \frac{y_{j}}{1+y_{j}} \\
& \geq(n-1) \sqrt[n-1]{\frac{y_{1} \cdots \hat{y}_{i} \cdots y_{n}}{\left(1+y_{1}\right) \cdots\left(\widehat{1+y_{i}}\right) \cdots\left(1+y_{n}\right)}}
\end{aligned}
$$

where $y_{1} \cdots \hat{y}_{i} \cdots y_{n}$ is the product of the $y$ 's except $y_{i}$. Then

$$
\prod_{i=1}^{n} \frac{1}{1+y_{i}}>(n-1)^{n} \frac{y_{1} \cdots y_{n}}{\left(1+y_{1}\right) \cdots\left(1+y_{n}\right)}
$$

and this implies $1>x_{1} \cdots x_{n}$, a contradiction.
Solution 3.36. Use the Cauchy-Schwarz inequality with $\left(\sqrt{\frac{x_{1}}{y_{1}}}, \ldots, \sqrt{\frac{x_{n}}{y_{n}}}\right)$ and $\left(\sqrt{x_{1} y_{1}}, \ldots, \sqrt{x_{n} y_{n}}\right)$ to get

$$
\begin{aligned}
\left(x_{1}+\cdots+x_{n}\right)^{2} & =\left(\sqrt{\frac{x_{1}}{y_{1}}} \sqrt{x_{1} y_{1}}+\cdots+\sqrt{\frac{x_{n}}{y_{n}}} \sqrt{x_{n} y_{n}}\right)^{2} \\
& \leq\left(\frac{x_{1}}{y_{1}}+\cdots+\frac{x_{n}}{y_{n}}\right)\left(x_{1} y_{1}+\cdots+x_{n} y_{n}\right)
\end{aligned}
$$

Now use the hypothesis $\sum x_{i} y_{i} \leq \sum x_{i}$.
Solution 3.37. Since $a b c=1$, we have

$$
(a-1)(b-1)(c-1)=a+b+c-\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)
$$

and similarly

$$
\left(a^{n}-1\right)\left(b^{n}-1\right)\left(c^{n}-1\right)=a^{n}+b^{n}+c^{n}-\left(\frac{1}{a^{n}}+\frac{1}{b^{n}}+\frac{1}{c^{n}}\right)
$$

The proof follows from the fact that the left sides of the equalities have the same sign.
Solution 3.38. We prove the claim using induction on $n$. The case $n=1$ is clear. Now assuming the claim is true for $n$, we can prove it is true for $n+1$.
Since $n<\sqrt{n^{2}+i}<n+1$, for $i=1,2, \ldots, 2 n$, we have

$$
\left\{\sqrt{n^{2}+i}\right\}=\sqrt{n^{2}+i}-n<\sqrt{n^{2}+i+\left(\frac{i}{2 n}\right)^{2}}-n=\frac{i}{2 n}
$$

Thus

$$
\begin{aligned}
\sum_{j=1}^{(n+1)^{2}}\{\sqrt{j}\} & =\sum_{j=1}^{n^{2}}\{\sqrt{j}\}+\sum_{j=n^{2}+1}^{(n+1)^{2}}\{\sqrt{j}\} \leq \frac{n^{2}-1}{2}+\frac{1}{2 n} \sum_{i=1}^{2 n} i \\
& =\frac{(n+1)^{2}-1}{2}
\end{aligned}
$$

Solution 3.39. Let us prove that the converse affirmation, that is, $x^{3}+y^{3}>2$, implies that $x^{2}+y^{3}<x^{3}+y^{4}$. The power mean inequality $\sqrt{\frac{x^{2}+y^{2}}{2}} \leq \sqrt[3]{\frac{x^{3}+y^{3}}{2}}$ implies that

$$
x^{2}+y^{2} \leq\left(x^{3}+y^{3}\right)^{2 / 3} \sqrt[3]{2}<\left(x^{3}+y^{3}\right)^{2 / 3}\left(x^{3}+y^{3}\right)^{1 / 3}=x^{3}+y^{3} .
$$

Then $x^{2}-x^{3}<y^{3}-y^{2} \leq y^{4}-y^{3}$. The last inequality follows from the fact that $y^{2}(y-1)^{2} \geq 0$.
Second solution. Since $(y-1)^{2} \geq 0$, we have that $2 y \leq y^{2}+1$, then $2 y^{3} \leq y^{4}+y^{2}$. Thus, $x^{3}+y^{3} \leq x^{3}+y^{4}+y^{2}-y^{3} \leq x^{2}+y^{2}$, since $x^{3}+y^{4} \leq x^{2}+y^{3}$.

Solution 3.40. The inequality is equivalent to

$$
\left(x_{0}-x_{1}\right)+\frac{1}{\left(x_{0}-x_{1}\right)}+\left(x_{1}-x_{2}\right)+\cdots+\left(x_{n-1}-x_{n}\right)+\frac{1}{\left(x_{n-1}-x_{n}\right)} \geq 2 n
$$

Solution 3.41. Since $\frac{a+3 b}{4} \geq \sqrt[4]{a b^{3}}, \frac{b+4 c}{5} \geq \sqrt[5]{b c^{4}}$ and $\frac{c+2 a}{3} \geq \sqrt[3]{c a^{2}}$, we can deduce that

$$
(a+3 b)(b+4 c)(c+2 a) \geq 60 a^{\frac{11}{12}} b^{\frac{19}{20}} c^{\frac{17}{15}}
$$

Now prove that $c^{\frac{2}{15}} \geq a^{\frac{1}{12}} b^{\frac{1}{20}}$ or, equivalently, that $c^{8} \geq a^{5} b^{3}$.
Solution 3.42. We have an equivalence between the following inequalities:

$$
\begin{aligned}
& 7(a b+b c+c a) \leq 2+9 a b c \\
\Leftrightarrow & 7(a b+b c+c a)(a+b+c) \leq 2(a+b+c)^{3}+9 a b c \\
\Leftrightarrow & a^{2} b+a b^{2}+b^{2} c+b c^{2}+c^{2} a+c a^{2} \leq 2\left(a^{3}+b^{3}+c^{3} .\right)
\end{aligned}
$$

For the last one use the rearrangement inequality or Tchebyshev's inequality.
Solution 3.43. Let $E$ be the intersection of $A C$ and $B D$. Then the triangles $A B E$ and $D C E$ are similar, which implies

$$
\frac{|A B-C D|}{|A C-B D|}=\frac{|A B|}{|A E-E B|} .
$$

Using the triangle inequality in $A B E$, we have $\frac{|A B|}{|A E-E B|} \geq 1$ and we therefore conclude that $|A B-C D| \geq|A C-B D|$. Similarly, $|A D-B C| \geq|A C-B D|$.

Solution 3.44. First of all, show that $a_{1}+\cdots+a_{j} \geq \frac{j(j+1)}{2 n} a_{n}$, for $j \leq n$, in the following way. First, prove that the inequality is valid for $j=n$, that is, $a_{1}+\cdots+$ $a_{n} \geq \frac{n+1}{2} a_{n}$; use the fact that $2\left(a_{1}+\cdots+a_{n}\right)=\left(a_{1}+a_{n-1}\right)+\cdots+\left(a_{n-1}+a_{1}\right)+2 a_{n}$. Next, prove that if $b_{j}=\frac{a_{1}+\cdots+a_{j}}{1+\cdots+j}$, then $b_{1} \geq b_{2} \geq \cdots \geq b_{n} \geq \frac{a_{n}}{n}$ (to prove by induction that $b_{j} \geq b_{j+1}$, we need to show that $b_{j} \geq \frac{a_{j+1}}{j+1}$ which, on the other hand, follows from the first part for $n=j+1$ ).

We provide another proof of $a_{1}+\cdots+a_{j} \geq \frac{j(j+1)}{2 n} a_{n}$, once again using induction. It is clear that

$$
\begin{gathered}
a_{1} \geq a_{1}, \\
a_{1}+\frac{a_{2}}{2}=\frac{a_{1}}{2}+\frac{a_{1}}{2}+\frac{a_{2}}{2} \geq \frac{a_{2}}{2}+\frac{a_{2}}{2}=a_{2} .
\end{gathered}
$$

Now, let us suppose that the affirmation is valid for $n=1, \ldots, j$, that is,

$$
\begin{aligned}
a_{1} & \geq a_{1} \\
a_{1}+\frac{a_{2}}{2} & \geq a_{2} \\
& \vdots \\
a_{1}+\frac{a_{2}}{2}+\cdots+\frac{a_{j}}{j} & \geq a_{j} .
\end{aligned}
$$

Adding all the above inequalities, we obtain

$$
j a_{1}+(j-1) \frac{a_{2}}{2}+\cdots+\frac{a_{j}}{j} \geq a_{1}+\cdots+a_{j}
$$

Adding on both sides the identity

$$
a_{1}+2 \frac{a_{2}}{2}+\cdots+j \frac{a_{j}}{j}=a_{j}+\cdots+a_{1},
$$

we obtain

$$
(j+1)\left(a_{1}+\frac{a_{2}}{2}+\cdots+\frac{a_{j}}{j}\right) \geq\left(a_{1}+a_{j}\right)+\left(a_{2}+a_{j-1}\right)+\cdots+\left(a_{j}+a_{1}\right) \geq j a_{j+1}
$$

Hence

$$
a_{1}+\frac{a_{2}}{2}+\cdots+\frac{a_{j}}{j} \geq \frac{j}{j+1} a_{j+1}
$$

Finally, adding $\frac{a_{j+1}}{j+1}$ on both sides of the inequality provides the final step in the induction proof.

Now,

$$
\begin{aligned}
a_{1}+\frac{a_{2}}{2}+\cdots+\frac{a_{n}}{n} & =\frac{1}{n}\left(a_{1}+\cdots+a_{n}\right)+\sum_{j=1}^{n-1}\left(\frac{1}{j}-\frac{1}{j+1}\right)\left(a_{1}+\cdots+a_{j}\right) \\
& \geq \frac{1}{n}\left(\frac{n(n+1)}{2 n} a_{n}\right)+\sum_{j=1}^{n-1} \frac{1}{j(j+1)} \frac{j(j+1)}{2 n} a_{n}=a_{n}
\end{aligned}
$$

## Solution 3.45.

$$
\begin{aligned}
\left(\sum_{1 \leq i \leq n} x_{i}\right)^{4} & =\left(\sum_{1 \leq i \leq n} x_{i}^{2}+2 \sum_{1 \leq i<j \leq n} x_{i} x_{j}\right)^{2} \\
& \geq 4\left(\sum_{1 \leq i \leq n} x_{i}^{2}\right)\left(2 \sum_{1 \leq i<j \leq n} x_{i} x_{j}\right) \\
& =8\left(\sum_{1 \leq i \leq n} x_{i}^{2}\right)\left(\sum_{1 \leq i<j \leq n} x_{i} x_{j}\right) \\
& =8 \sum_{1 \leq i<j \leq n} x_{i} x_{j}\left(x_{1}^{2}+\cdots+x_{n}^{2}\right) \\
& \geq 8 \sum_{1 \leq i<j \leq n} x_{i} x_{j}\left(x_{i}^{2}+x_{j}^{2}\right)
\end{aligned}
$$

For the first inequality apply the AM-GM inequality.
To determine when the equality occurs, note that in the last step, two of the $x_{i}$ must be different from zero and the other $n-2$ equal to zero; also in the step where the AM-GM inequality was used, the $x_{i}$ which are different from zero should in fact be equal. We can prove that in such a case the constant $C=\frac{1}{8}$ is the minimum.
Solution 3.46. Setting $\sqrt[3]{a}=x$ and $\sqrt[3]{b}=y$, we need to prove that $\left(x^{2}+y^{2}\right)^{3} \leq$ $2\left(x^{3}+y^{3}\right)^{2}$ for $x, y>0$.

Using the AM-GM inequality we have

$$
3 x^{4} y^{2} \leq x^{6}+x^{3} y^{3}+x^{3} y^{3}
$$

and

$$
3 x^{2} y^{4} \leq y^{6}+x^{3} y^{3}+x^{3} y^{3}
$$

with equality if and only if $x^{6}=x^{3} y^{3}=y^{6}$ or, equivalently, if and only if $x=y$. Adding together these two inequalities and adding $x^{6}+y^{6}$ to both sides, we get

$$
x^{6}+y^{6}+3 x^{2} y^{2}\left(x^{2}+y^{2}\right) \leq 2\left(x^{6}+y^{6}+2 x^{3} y^{3}\right) .
$$

Equality occurs when $x=y$, that is, when $a=b$.
Solution 3.47. Denote the left-hand side of the inequality as $S$. Since $a \geq b \geq c$ and $x \geq y \geq z$, using the rearrangement inequality we have $b z+c y \leq b y+c z$, then

$$
(b y+c z)(b z+c y) \leq(b y+c z)^{2} \leq 2\left((b y)^{2}+(c z)^{2}\right)
$$

Setting $\alpha=(a x)^{2}, \beta=(b y)^{2}, \gamma=(c z)^{2}$, we obtain

$$
\frac{a^{2} x^{2}}{(b y+c z)(b z+c y)} \geq \frac{a^{2} x^{2}}{2\left((b y)^{2}+(c z)^{2}\right)}=\frac{\alpha}{2(\beta+\gamma)} .
$$

Adding together the other two similar inequalities, we get

$$
S \geq \frac{1}{2}\left(\frac{\alpha}{\beta+\gamma}+\frac{\beta}{\gamma+\alpha}+\frac{\gamma}{\alpha+\beta}\right)
$$

Use Nesbitt's inequality to conclude the proof.
Solution 3.48. If $X M$ is a median in the triangle $X Y Z$, then $X M^{2}=\frac{1}{2} X Y^{2}+$ $\frac{1}{2} X Z^{2}-\frac{1}{4} Y Z^{2}$, a result of using Stewart's theorem. If we take $(X, Y, Z, M)$ to be equal to $(A, B, C, P),(B, C, D, Q),(C, D, A, R)$ and $(D, A, B, S)$, and then substitute them in the formula, we then add together the four resulting equations to get a fifth equation. Multiplying both sides of the fifth equation by 4 , we find that the left-hand side of the desired inequality equals $A B^{2}+B C^{2}+C D^{2}+D A^{2}+$ $4\left(A C^{2}+B D^{2}\right)$. Thus, it is sufficient to prove that $A C^{2}+B D^{2} \leq A B^{2}+B C^{2}+$ $C D^{2}+D A^{2}$. This inequality is known as the "parallelogram inequality". To prove it, let $O$ be an arbitrary point on the plane, and for each point $X$ let $x$ denote the vector from $O$ to $X$. We expand each term in $A B^{2}+B C^{2}+C D^{2}+D A^{2}-A C^{2}-$ $B D^{2}$, writing for instance

$$
A B^{2}=|a-b|^{2}=|a|^{2}-2 a \cdot b+|b|^{2}
$$

and then finding that the expression equals

$$
\begin{gathered}
|a|^{2}+|b|^{2}+|c|^{2}+|d|^{2}-2(a \cdot b+b \cdot c+c \cdot d+d \cdot a-a \cdot c-b \cdot d) \\
=|a+c-b-d|^{2} \geq 0
\end{gathered}
$$

with equality if and only if $a+c=b+d$, that is, only if the quadrilateral $A B C D$ is a parallelogram.
Solution 3.49. Put $A=x^{2}+y^{2}+z^{2}, B=x y+y z+z x, C=x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2}$, $D=x y z$. Then $1=A+2 B, B^{2}=C+2 x y z(x+y+z)=C+2 D$ and $x^{4}+y^{4}+z^{4}=$ $A^{2}-2 C=4 B^{2}-4 B+1-2 C=2 C-4 B+8 D+1$. Then, the expression in the middle is equal to

$$
3-2 A+(2 C-4 B+8 D+1)=2+2 C+8 D \geq 2
$$

with equality if and only if two out of the $x, y, z$ are zero.
Now, the right-hand expression is equal to $2+B+D$. Thus we have to prove that $2 C+8 D \leq B+D$ or $B-2 B^{2}-3 D \geq 0$. Using the Cauchy-Schwarz inequality, we get $A \geq B$, so that $B(1-2 B)=B A \geq B^{2}$. Thus it is sufficient to prove that $B^{2}-3 D=C-D \geq 0$. But $C \geq x y y z+y z z x+z x x y=D$ as can be deduced from the Cauchy-Schwarz inequality.
Solution 3.50. Suppose that $a=\frac{x}{y}, b=\frac{y}{z}, c=\frac{z}{x}$. The inequality is equivalent to

$$
\left(\frac{x}{y}-1+\frac{z}{y}\right)\left(\frac{y}{z}-1+\frac{x}{z}\right)\left(\frac{z}{x}-1+\frac{y}{x}\right) \leq 1
$$

and can be rewritten as $(x+z-y)(x+y-z)(y+z-x) \leq x y z$. This last inequality is valid if $x, y, z$ are the lengths of the sides of a triangle. See Example 2.2.3.

A case remains when some out of the $u=x+z-y, v=x+y-z, w=y+z-x$ are negative. If one or three of them are negative, then the left side is negative and the inequality is clear. If two of the values $u, v, w$ are negative, for instance $u$ and $v$, then $u+v=2 x$ is also negative; but $x>0$, so that this last situation is not possible.
Solution 3.51. First note that $a b c \leq a+b+c$ implies $(a b c)^{2} \leq(a+b+c)^{2} \leq$ $3\left(a^{2}+b^{2}+c^{2}\right)$, where the last inequality follows from inequality (1.11).

By the AM-GM inequality, $a^{2}+b^{2}+c^{2} \geq 3 \sqrt[3]{(a b c)^{2}}$, then $\left(a^{2}+b^{2}+c^{2}\right)^{3} \geq$ $3^{3}(a b c)^{2}$. Therefore $\left(a^{2}+b^{2}+c^{2}\right)^{4} \geq 3^{2}(a b c)^{4}$.

Solution 3.52. Using the AM-GM inequality,

$$
(a+b)(a+c)=a(a+b+c)+b c \geq 2 \sqrt{a b c(a+b+c)}
$$

Second solution. Setting $x=a+b, y=a+c, z=b+c$, and since $a, b, c$ are positive, we can deduce that $x, y, z$ are the side lengths of a triangle $X Y Z$. Thus, the inequality is equivalent to $\frac{x y}{2} \geq(X Y Z)$ as can be seen using the formula for the area of a triangle in Section 2.2. Now, recall that the area of a triangle with side lengths $x, y, z$ is less than or equal to $\frac{x y}{2}$.

Solution 3.53. Since $x_{i} \geq 0$, then $x_{i}-1 \geq-1$. Next, we can use Bernoulli's inequality for all $i$ to get

$$
\left(1+\left(x_{i}-1\right)\right)^{i} \geq 1+i\left(x_{i}-1\right)
$$

Adding these inequalities together for $1 \leq i \leq n$, gives us the result.
Solution 3.54. Subtracting 2 , we find that the inequalities are equivalent to

$$
0<\frac{(a+b-c)(a-b+c)(-a+b+c)}{a b c} \leq 1
$$

The left-hand side inequality is now obvious. The right-hand side inequality is Example 2.2.3.

Solution 3.55. If we prove that $\frac{a}{\sqrt{a^{2}+8 b c}} \geq \frac{a^{4 / 3}}{a^{4 / 3}+b^{4 / 3}+c^{4 / 3}}$, it will be clear how to get the result. The last inequality is equivalent to

$$
\left(a^{4 / 3}+b^{4 / 3}+c^{4 / 3}\right)^{2} \geq a^{2 / 3}\left(a^{2}+8 b c\right)
$$

Apply the AM-GM inequality to each factor of

$$
\left(a^{4 / 3}+b^{4 / 3}+c^{4 / 3}\right)^{2}-\left(a^{4 / 3}\right)^{2}=\left(b^{4 / 3}+c^{4 / 3}\right)\left(a^{4 / 3}+a^{4 / 3}+b^{4 / 3}+c^{4 / 3}\right)
$$

Another method for solving this exercise is to consider the function $f(x)=\frac{1}{\sqrt{x}}$, this function is convex for $x>0\left(f^{\prime \prime}(x)=\frac{3}{4 \sqrt{x^{5}}}>0\right)$. For $0<a, b, c<1$, with $a+b+c=1$, we can deduce that $\frac{a}{\sqrt{x}}+\frac{b}{\sqrt{y}}+\frac{c}{\sqrt{z}} \geq \frac{1}{\sqrt{a x+b y+c z}}$. Applying this to $x=a^{2}+8 b c, y=b^{2}+8 c a$ and $z=c^{2}+8 a b$ (previously multiplying by an appropriate factor to have the condition $a+b+c=1$ ), we get

$$
\frac{a}{\sqrt{a^{2}+8 b c}}+\frac{b}{\sqrt{b^{2}+8 c a}}+\frac{c}{\sqrt{c^{2}+8 a b}} \geq \frac{1}{\sqrt{a^{3}+b^{3}+c^{3}+24 a b c}}
$$

Also use the fact that

$$
\begin{aligned}
(a+b+c)^{3} & =a^{3}+b^{3}+c^{3}+3\left(a^{2} b+a^{2} c+b^{2} a+b^{2} c+c^{2} a+c^{2} b\right)+6 a b c \\
& \geq a^{3}+b^{3}+c^{3}+24 a b c
\end{aligned}
$$

Solution 3.56. Using the Cauchy-Schwarz inequality $\sum a_{i} b_{i} \leq \sqrt{\sum a_{i}^{2}} \sqrt{\sum b_{i}^{2}}$ with $a_{i}=1, b_{i}=\frac{x_{i}}{1+x_{1}^{2}+x_{2}^{2}+\cdots+x_{i}^{2}}$, we can deduce that

$$
\frac{x_{1}}{1+x_{1}^{2}}+\frac{x_{2}}{1+x_{1}^{2}+x_{2}^{2}}+\cdots+\frac{x_{n}}{1+x_{1}^{2}+\cdots+x_{n}^{2}} \leq \sqrt{n} \sqrt{\sum b_{i}^{2}}
$$

Then, it suffices to show that $\sum b_{i}^{2}<1$.
Observe that for $i \geq 2$,

$$
\begin{aligned}
b_{i}^{2}=\left(\frac{x_{i}}{1+x_{1}^{2}+\cdots+x_{i}^{2}}\right)^{2} & =\frac{x_{i}^{2}}{\left(1+x_{1}^{2}+\cdots+x_{i}^{2}\right)^{2}} \\
& \leq \frac{x_{i}^{2}}{\left(1+x_{1}^{2}+\cdots+x_{i-1}^{2}\right)\left(1+x_{1}^{2}+\cdots+x_{i}^{2}\right)} \\
& =\frac{1}{\left(1+x_{1}^{2}+\cdots+x_{i-1}^{2}\right)}-\frac{1}{\left(1+x_{1}^{2}+\cdots+x_{i}^{2}\right)}
\end{aligned}
$$

For $i=1$, use the fact that $b_{1}^{2} \leq \frac{x_{1}^{2}}{1+x_{1}^{2}}=1-\frac{1}{1+x_{1}^{2}}$. Adding together these inequalities, the right-hand side telescopes to yield

$$
\sum b_{i}^{2}=\sum_{i=1}^{n}\left(\frac{x_{i}}{1+x_{1}^{2}+\cdots+x_{i}^{2}}\right)^{2} \leq 1-\frac{1}{1+x_{1}^{2}+\cdots+x_{n}^{2}}<1
$$

Solution 3.57. Since there are only two possible values for $\alpha, \beta, \gamma$, the three must either all be equal, or else two are equal and one is different from these two. Therefore, we have two cases to consider.
(1) $\alpha=\beta=\gamma$. In this case we have $a+b+c=0$, and therefore

$$
\begin{aligned}
\left(\frac{a^{3}+b^{3}+c^{3}}{a b c}\right)^{2} & =\left(\frac{a^{3}+b^{3}-(a+b)^{3}}{-a b(a+b)}\right)^{2} \\
& =\left(\frac{(a+b)^{2}-a^{2}+a b-b^{2}}{a b}\right)^{2}=\left(\frac{3 a b}{a b}\right)^{2}=9
\end{aligned}
$$

(2) Without loss of generality, we assume that $\alpha=\beta, \gamma \neq \alpha$, then $c=a+b$ and

$$
\begin{aligned}
\frac{a^{3}+b^{3}+c^{3}}{a b c} & =\frac{a^{3}+b^{3}+(a+b)^{3}}{a b(a+b)}=\frac{(a+b)^{2}+a^{2}-a b+b^{2}}{a b} \\
& =\frac{2 a^{2}+2 b^{2}+a b}{a b}=2\left(\frac{a}{b}+\frac{b}{a}\right)+1 .
\end{aligned}
$$

If $a$ and $b$ have the same sign, we see that this expression is not less than 5 , and its square is therefore no less than 25 . If the signs of $a$ and $b$ are not the same, we have $\frac{a}{b}+\frac{b}{a} \leq-2$, therefore $2\left(\frac{a}{b}+\frac{b}{a}\right)+1 \leq-3$ and $\left(2\left(\frac{a}{b}+\frac{b}{a}\right)+1\right)^{2} \geq 9$.

Thus, the smallest possible value is 9 .
Solution 3.58. Using the AM-GM inequality, $\frac{1}{b(a+b)}+\frac{1}{c(b+c)}+\frac{1}{a(c+a)} \geq \frac{3}{X Y}$, where $X=\sqrt[3]{a b c}, Y=\sqrt[3]{(a+b)(b+c)(c+a)}$. Using AM-GM inequality again gives $X \leq \frac{a+b+c}{3}$ and $Y \leq 2 \frac{a+b+c}{3}$, then $\frac{3}{X Y} \geq\left(\frac{27}{2}\right) \frac{1}{(a+b+c)^{2}}$.
Solution 3.59. The inequality is equivalent to $a^{4}+b^{4}+c^{4} \geq a^{2} b c+b^{2} c a+c^{2} a b$, which follows using Muirhead's theorem since $[4,0,0] \geq[2,1,1]$.

## Second solution.

$$
\begin{aligned}
\frac{a^{3}}{b c}+\frac{b^{3}}{c a}+\frac{c^{3}}{a b} & =\frac{a^{4}}{a b c}+\frac{b^{4}}{a b c}+\frac{c^{4}}{a b c} \\
& \geq \frac{\left(a^{2}+b^{2}+c^{2}\right)^{2}}{3 a b c} \\
& \geq \frac{(a+b+c)^{4}}{27 a b c}=\left(\frac{a+b+c}{3}\right)^{3} \frac{(a+b+c)}{a b c} \\
& \geq(a b c)\left(\frac{a+b+c}{a b c}\right)=a+b+c
\end{aligned}
$$

In the first two inequalities we applied inequality (1.11), and in the last inequality we used the AM-GM inequality.

Solution 3.60. Take $f(x)$ as $f(x)=\frac{x}{1-x}$. Since $f^{\prime \prime}(x)=\frac{2}{(1-x)^{3}}>0, f(x)$ is convex. Using Jensen's inequality we get $f(x)+f(y)+f(z) \geq 3 f\left(\frac{x+y+z}{3}\right)$. But since $f$ is increasing for $x<1$, and because the AM-GM inequality helps us to establish that $\frac{x+y+z}{3} \geq \sqrt[3]{x y z}$, then we can deduce that $f\left(\frac{x+y+z}{3}\right) \geq f(\sqrt[3]{x y z})$.
Solution 3.61.

$$
\left(\frac{a}{b+c}+\frac{1}{2}\right)\left(\frac{b}{c+a}+\frac{1}{2}\right)\left(\frac{c}{a+b}+\frac{1}{2}\right) \geq 1
$$

is equivalent to $(2 a+b+c)(2 b+c+a)(2 c+a+b) \geq 8(b+c)(c+a)(a+b)$. Now, observe that $(2 a+b+c)=(a+b+a+c) \geq 2 \sqrt{(a+b)(c+a)}$.

Solution 3.62. The inequality of the problem is equivalent to the following inequality:

$$
\frac{(a+b-c)(a+b+c)}{c^{2}}+\frac{(b+c-a)(b+c+a)}{a^{2}}+\frac{(c+a-b)(c+a+b)}{b^{2}} \geq 9
$$

which in turn is equivalent to $\frac{(a+b)^{2}}{c^{2}}+\frac{(b+c)^{2}}{a^{2}}+\frac{(c+a)^{2}}{b^{2}} \geq 12$. Since $(a+b)^{2} \geq 4 a b$, $(b+c)^{2} \geq 4 b c$ and $(c+a)^{2} \geq 4 c a$, we can deduce that

$$
\frac{(a+b)^{2}}{c^{2}}+\frac{(b+c)^{2}}{a^{2}}+\frac{(c+a)^{2}}{b^{2}} \geq \frac{4 a b}{c^{2}}+\frac{4 b c}{a^{2}}+\frac{4 c a}{b^{2}} \geq 12 \sqrt[3]{\frac{(a b)(b c)(c a)}{c^{2} a^{2} b^{2}}}=12
$$

Solution 3.63. By the AM-GM inequality, $x^{2}+\sqrt{x}+\sqrt{x} \geq 3 x$. Adding similar inequalities for $y, z$, we get $x^{2}+y^{2}+z^{2}+2(\sqrt{x}+\sqrt{y}+\sqrt{z}) \geq 3(x+y+z)=$ $(x+y+z)^{2}=x^{2}+y^{2}+z^{2}+2(x y+y z+z x)$.
Solution 3.64. If we multiply the equality $1=\frac{1}{a}+\frac{1}{b}+\frac{1}{c}$ by $\sqrt{a b c}$, we get $\sqrt{a b c}=$ $\sqrt{\frac{a b}{c}}+\sqrt{\frac{b c}{a}}+\sqrt{\frac{c a}{b}}$. Then, it is sufficient to prove that $\sqrt{c+a b} \geq \sqrt{c}+\sqrt{\frac{a b}{c}}$. Squaring shows that this is equivalent to $c+a b \geq c+\frac{a b}{c}+2 \sqrt{a b}, c+a b \geq$ $c+a b\left(1-\frac{1}{a}-\frac{1}{b}\right)+2 \sqrt{a b}$ or $a+b \geq 2 \sqrt{a b}$.
Solution 3.65. Since $(1-a)(1-b)(1-c)=1-(a+b+c)+a b+b c+c a-a b c$ and since $a+b+c=2$, the inequality is equivalent to

$$
0 \leq(1-a)(1-b)(1-c) \leq \frac{1}{27}
$$

But $a<b+c=2-a$ implies that $a<1$ and, similarly, $b<1$ and $c<1$, therefore the left inequality is true. The other one follows from the AM-GM inequality.
Solution 3.66. It is possible to construct another triangle $A A_{1} M$ with sides $A A_{1}$, $A_{1} M, M A$ of lengths equal to the lengths of the medians $m_{a}, m_{b}, m_{c}$.


Moreover, $\left(A A_{1} M\right)=\frac{3}{4}(A B C)$. Then the inequality we have to prove is

$$
\frac{1}{m_{a} m_{b}}+\frac{1}{m_{b} m_{c}}+\frac{1}{m_{c} m_{a}} \leq \frac{3}{4} \frac{\sqrt{3}}{\left(A A_{1} M\right)} .
$$

Now, the last inequality will be true if the triangle with side-lengths $a, b, c$ and area $S$ satisfies the following inequality:

$$
\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a} \leq \frac{3 \sqrt{3}}{4 S}
$$

Or equivalently, $4 \sqrt{3} S \leq \frac{9 a b c}{a+b+c}$, which is Example 2.4.6.
Solution 3.67. Substitute $c d=\frac{1}{a b}$ and $d a=\frac{1}{b c}$, so that the left-hand side (LHS) inequality becomes

$$
\begin{align*}
& \frac{1+a b}{1+a}+\frac{1+a b}{a b+a b c}+\frac{1+b c}{1+b}+\frac{1+b c}{b c+b c d}  \tag{4.8}\\
& =(1+a b)\left(\frac{1}{1+a}+\frac{1}{a b+a b c}\right)+(1+b c)\left(\frac{1}{1+b}+\frac{1}{b c+b c d}\right)
\end{align*}
$$

Now, using the inequality $\frac{1}{x}+\frac{1}{y} \geq \frac{4}{x+y}$, we get

$$
\begin{aligned}
(\text { LHS }) & \geq(1+a b) \frac{4}{1+a+a b+a b c}+(1+b c) \frac{4}{1+b+b c+b c d} \\
& =4\left(\frac{1+a b}{1+a+a b+a b c}+\frac{1+b c}{1+b+b c+b c d}\right) \\
& =4\left(\frac{1+a b}{1+a+a b+a b c}+\frac{a+a b c}{a+a b+a b c+a b c d}\right)=4 .
\end{aligned}
$$

Solution 3.68. Using Stewart's theorem we can deduce that

$$
l_{a}^{2}=b c\left(1-\left(\frac{a}{b+c}\right)^{2}\right)=\frac{b c}{(b+c)^{2}}\left((b+c)^{2}-a^{2}\right) \leq \frac{1}{4}\left((b+c)^{2}-a^{2}\right) .
$$

Using the Cauchy-Schwarz inequality leads us to

$$
\begin{aligned}
\left(l_{a}+l_{b}+l_{c}\right)^{2} & \leq 3\left(l_{a}^{2}+l_{b}^{2}+l_{c}^{2}\right) \\
& \leq \frac{3}{4}\left((a+b)^{2}+(b+c)^{2}+(c+a)^{2}-a^{2}-b^{2}-c^{2}\right) \\
& \leq \frac{3}{4}(a+b+c)^{2}
\end{aligned}
$$

Solution 3.69. Since $\frac{1}{1-a}=\frac{1}{b+c}$, the inequality is equivalent to

$$
\frac{1}{b+c}+\frac{1}{c+a}+\frac{1}{a+b} \geq \frac{2}{2 a+b+c}+\frac{2}{2 b+a+c}+\frac{2}{2 c+a+b} .
$$

Now, using the fact that $\frac{1}{x}+\frac{1}{y} \geq \frac{4}{x+y}$, we have

$$
2\left(\frac{1}{b+c}+\frac{1}{c+a}+\frac{1}{a+b}\right) \geq \frac{4}{a+b+2 c}+\frac{4}{b+c+2 a}+\frac{4}{c+a+2 b}
$$

which proves the inequality.

Solution 3.70. We may take $a \leq b \leq c$. Then $c<a+b$ and

$$
\frac{\sqrt[n]{2}}{2}=\frac{\sqrt[n]{2}}{2}(a+b+c)>\frac{\sqrt[n]{2}}{2}(2 c)=\sqrt[n]{2 c^{n}} \geq \sqrt[n]{b^{n}+c^{n}}
$$

Since $a \leq b$, we can deduce that

$$
\begin{aligned}
\left(b+\frac{a}{2}\right)^{n} & =b^{n}+n b^{n-1} \frac{a}{2}+\text { other positive terms } \\
& >b^{n}+\frac{n}{2} a b^{n-1} \geq b^{n}+a^{n} .
\end{aligned}
$$

Similarly, since $a \leq c$, we have $\left(c+\frac{a}{2}\right)^{n}>c^{n}+a^{n}$, therefore

$$
\begin{aligned}
\left(a^{n}+b^{n}\right)^{\frac{1}{n}}+\left(b^{n}+c^{n}\right)^{\frac{1}{n}}+\left(c^{n}+a^{n}\right)^{\frac{1}{n}} & <b+\frac{a}{2}+\frac{\sqrt[n]{2}}{2}+c+\frac{a}{2} \\
& =a+b+c+\frac{\sqrt[n]{2}}{2}=1+\frac{\sqrt[n]{2}}{2}
\end{aligned}
$$

Second solution. Remember that $a, b, c$ are the lengths of the sides of a triangle if and only if there exist positive numbers $x, y, z$ with $a=y+z, b=z+x, c=x+y$. Since $a+b+c=1$, we can deduce that $x+y+z=\frac{1}{2}$.
Now, we use Minkowski's inequality

$$
\left(\sum_{i=1}^{n}\left(x_{i}+y_{i}\right)^{m}\right)^{\frac{1}{m}} \leq\left(\sum_{i=1}^{n} x_{i}^{m}\right)^{\frac{1}{m}}+\left(\sum_{i=1}^{n} y_{i}^{m}\right)^{\frac{1}{m}}
$$

to get

$$
\left(a^{n}+b^{n}\right)^{\frac{1}{n}}=\left((y+z)^{n}+(z+x)^{n}\right)^{\frac{1}{n}} \leq\left(x^{n}+y^{n}\right)^{\frac{1}{n}}+\left(2 z^{n}\right)^{\frac{1}{n}}<c+\sqrt[n]{2} z
$$

Similarly, $\left(b^{n}+c^{n}\right)^{\frac{1}{n}}<a+\sqrt[n]{2} x$ and $\left(c^{n}+a^{n}\right)^{\frac{1}{n}}<b+\sqrt[n]{2} y$. Therefore

$$
\left(a^{n}+b^{n}\right)^{\frac{1}{n}}+\left(b^{n}+c^{n}\right)^{\frac{1}{n}}+\left(c^{n}+a^{n}\right)^{\frac{1}{n}}<a+b+c+\sqrt[n]{2}(x+y+z)=1+\frac{\sqrt[n]{2}}{2}
$$

Solution 3.71. First notice that if we restrict the sums to $i<j$, then they are halved. The left-hand side sum is squared while the right-hand side sum is not, so that the desired inequality with sums restricted to $i<j$ has $(1 / 3)$, instead of $(2 / 3)$, on the right-hand side.

Consider the sum of all the $\left|x_{i}-x_{j}\right|$ with $i<j$. The number $x_{1}$ appears in $(n-1)$ terms with negative sign, $x_{2}$ appears in one term with positive sign and $(n-2)$ terms with negative sign, and so on. Thus, we get

$$
-(n-1) x_{1}-(n-3) x_{2}-(n-5) x_{3}-\cdots+(n-1) x_{n}=\sum(2 i-1-n) x_{i} .
$$

We can now apply the Cauchy-Schwarz inequality to show that the square of this sum is less than $\sum x_{i}^{2} \sum(2 i-1-n)^{2}$.

Looking at the sum at the other side of the desired inequality, we immediately see that it is $n \sum x_{i}^{2}-\left(\sum x_{i}\right)^{2}$. We would like to get rid of the second term, which is easy because if we add $h$ to every $x_{i}$ the sums in the desired inequality are unaffected (since they only involve differences of the $x_{i}$ ), so we can choose an $h$ to make $\sum x_{i}$ zero. Thus, we can finish if we can prove that $\sum(2 i-1-n)^{2}=\frac{n\left(n^{2}-1\right)}{3}$,

$$
\begin{aligned}
\sum(2 i-1-n)^{2} & =4 \sum i^{2}-4(n+1) \sum i+n(n+1)^{2} \\
& =\frac{2}{3} n(n+1)(2 n+1)-2 n(n+1)^{2}+n(n+1)^{2} \\
& =\frac{1}{3} n(n+1)(2(2 n+1)-6(n+1)+3(n+1)) \\
& =\frac{1}{3} n\left(n^{2}-1\right) .
\end{aligned}
$$

This establishes the required inequality.
Second solution. The inequality is of the Cauchy-Schwarz type, and since the problem asks us to prove that equality holds when $x_{1}, x_{2}, \ldots, x_{n}$ form an arithmetic progression, that is, when $x_{i}-x_{j}=r(i-j)$ with $r>0$, then consider the following inequality which is true, as can be inferred from the Cauchy-Schwarz inequality,

$$
\left(\sum_{i, j}|i-j|\left|x_{i}-x_{j}\right|\right)^{2} \leq \sum_{i, j}(i-j)^{2} \sum_{i, j}\left(x_{i}-x_{j}\right)^{2}
$$

Here, we already know that equality holds if and only if $\left(x_{i}-x_{j}\right)=r(i-j)$, with $r>0$.

$$
\text { Since } \sum_{i, j}(i-j)^{2}=(2 n-2) \cdot 1^{2}+(2 n-4) \cdot 2^{2}+\cdots+2 \cdot(n-1)^{2}=\frac{n^{2}\left(n^{2}-1\right)}{6}
$$ we need to prove that $\sum_{i, j}|i-j|\left|x_{i}-x_{j}\right|=\frac{n}{2} \sum_{i, j}\left|x_{j}-x_{j}\right|$. To see that it happens compare the coefficient of $x_{i}$ in each side. On the left-hand side the coefficient is

$$
\begin{aligned}
(i-1)+(i-2) & +\cdots+(i-(i-1))-((i+1)-i)+((i+2)-i)+\cdots+(n-i)) \\
& =\frac{(i-1) i}{2}-\frac{(n-i)(n-i+1)}{2}=\frac{n(2 i-n-1)}{2}
\end{aligned}
$$

The coefficient of $x_{i}$ on the right-hand side is

$$
\frac{n}{2}\left(\sum_{i<j} 1+\sum_{j>i}-1\right)=\frac{n}{2}((i-1)-(n-i))=\frac{n(2 i-n-1)}{2}
$$

Since they are equal we have finished the proof.

Solution 3.72. Let $x_{n+1}=x_{1}$ and $x_{n+2}=x_{2}$. Define

$$
a_{i}=\frac{x_{i}}{x_{i+1}} \quad \text { and } \quad b_{i}=x_{i}+x_{i+1}+x_{i+2}, \quad i \in\{1, \ldots, n\} .
$$

It is evident that

$$
\prod_{i=1}^{n} a_{i}=1, \quad \sum_{i=1}^{n} b_{i}=3 \sum_{i=1}^{n} x_{i}=3
$$

The inequality is equivalent to

$$
\sum_{i=1}^{n} \frac{a_{i}}{b_{i}} \geq \frac{n^{2}}{3}
$$

Using the AM-GM inequality, we can deduce that

$$
\frac{1}{n} \sum_{i=1}^{n} b_{i} \geq \sqrt[n]{b_{1} \cdots b_{n}} \Leftrightarrow \frac{3}{n} \geq \sqrt[n]{b_{1} \cdots b_{n}} \Leftrightarrow \frac{1}{\sqrt[n]{b_{1} \cdots b_{n}}} \geq \frac{n}{3}
$$

On the other hand and using again the AM-GM inequality, we get

$$
\sum_{i=1}^{n} \frac{a_{i}}{b_{i}} \geq n \sqrt[n]{\frac{a_{1}}{b_{1}} \cdots \frac{a_{n}}{b_{n}}}=n \frac{\sqrt[n]{a_{1} \cdots a_{n}}}{\sqrt[n]{b_{1} \cdots b_{n}}}=\frac{n}{\sqrt[n]{b_{1} \cdots b_{n}}} \geq \frac{n^{2}}{3}
$$

Solution 3.73. For any $a$ positive real number, $a+\frac{1}{a} \geq 2$, with equality occurring if and only if $a=1$. Since the numbers $a b, b c$ and $c a$ are non-negative, we have

$$
\begin{aligned}
P(x) P\left(\frac{1}{x}\right) & =\left(a x^{2}+b x+c\right)\left(a \frac{1}{x^{2}}+b \frac{1}{x}+c\right) \\
& =a^{2}+b^{2}+c^{2}+a b\left(x+\frac{1}{x}\right)+b c\left(x+\frac{1}{x}\right)+c a\left(x^{2}+\frac{1}{x^{2}}\right) \\
& \geq a^{2}+b^{2}+c^{2}+2 a b+2 b c+2 c a=(a+b+c)^{2}=P(1)^{2}
\end{aligned}
$$

Equality takes place if and only if either $x=1$ or $a b=b c=c a=0$, which in view of the condition $a>0$ means that $b=c=0$. Consequently, for any positive real $x$ we have

$$
P(x) P\left(\frac{1}{x}\right) \geq(P(1))^{2}
$$

with equality if and only if either $x=1$ or $b=c=0$.

Second solution. Using the Cauchy-Schwarz inequality we get

$$
\begin{aligned}
P(x) P\left(\frac{1}{x}\right) & =\left(a x^{2}+b x+c\right)\left(a \frac{1}{x^{2}}+b \frac{1}{x}+c\right) \\
& =\left((\sqrt{a} x)^{2}+(\sqrt{b x})^{2}+(\sqrt{c})^{2}\right)\left(\left(\frac{\sqrt{a}}{x}\right)^{2}+\left(\frac{\sqrt{b}}{\sqrt{x}}\right)^{2}+(\sqrt{c})^{2}\right) \\
& \geq\left(\sqrt{a} x \frac{\sqrt{a}}{x}+\sqrt{b x} \frac{\sqrt{b}}{\sqrt{x}}+\sqrt{c} \sqrt{c}\right)^{2}=(a+b+c)^{2}=(P(1))^{2} .
\end{aligned}
$$

## Solution 3.74.

$$
\begin{array}{ll} 
& \frac{a^{2}(b+c)+b^{2}(c+a)+c^{2}(a+b)}{(a+b)(b+c)(c+a)} \geq \frac{3}{4} \\
\Leftrightarrow & \frac{a^{2} b+a^{2} c+b^{2} c+b^{2} a+c^{2} a+c^{2} b}{2 a b c+a^{2} b+a^{2} c+b^{2} c+b^{2} a+c^{2} a+c^{2} b} \geq \frac{3}{4} \\
\Leftrightarrow & a^{2} b+a^{2} c+b^{2} c+b^{2} a+c^{2} a+c^{2} b-6 a b c \geq 0 \\
\Leftrightarrow & {[2,1,0] \geq[1,1,1] .}
\end{array}
$$

The last inequality follows after using Muirhead's theorem.
Second solution. Use inequality (1.11) and the Cauchy-Schwarz inequality.
Solution 3.75. Applying the AM-GM inequality to each denominator, one obtains

$$
\frac{1}{1+2 a b}+\frac{1}{1+2 b c}+\frac{1}{1+2 c a} \geq \frac{1}{1+a^{2}+b^{2}}+\frac{1}{1+b^{2}+c^{2}}+\frac{1}{1+c^{2}+a^{2}} .
$$

Now, using inequality (1.11) leads us to

$$
\frac{1}{1+a^{2}+b^{2}}+\frac{1}{1+b^{2}+c^{2}}+\frac{1}{1+c^{2}+a^{2}} \geq \frac{(1+1+1)^{2}}{3+2\left(a^{2}+b^{2}+c^{2}\right)}=\frac{9}{3+2 \cdot 3}=1
$$

Solution 3.76. The inequality is equivalent to each of the following ones:

$$
\begin{gathered}
x^{4}+y^{4}+z^{4}+3(x+y+z) \geq-\left(x^{3} z+x^{3} y+y^{3} x+y^{3} z+z^{3} y+z^{3} x\right) \\
x^{3}(x+y+z)+y^{3}(x+y+z)+z^{3}(x+y+z)+3(x+y+z) \geq 0 \\
(x+y+z)\left(x^{3}+y^{3}+z^{3}-3 x y z\right) \geq 0
\end{gathered}
$$

Identity (1.9) shows us that the last inequality is equivalent to

$$
\frac{1}{2}(x+y+z)^{2}\left((x-y)^{2}+(y-z)^{2}+(z-x)^{2}\right) \geq 0
$$

Solution 3.77. Let $O$ and $I$ be the circumcenter and the incenter of the acute triangle $A B C$, respectively. The points $O, M, X$ are collinear and $O C X$ and $O M C$ are similar right triangles. Hence we have

$$
\frac{O C}{O X}=\frac{O M}{O C}
$$

Since $O C=R=O A$, we have $\frac{O A}{O M}=\frac{O X}{O A}$. Hence $O A M$ and $O X A$ are similar, so we have $\frac{A M}{A X}=\frac{O M}{R}$.

It now suffices to show that $O M \leq r$. Let us compare the angles $\angle O B M$ and $\angle I B M$. Since $A B C$ is an acute triangle, $O$ and $I$ lie inside $A B C$. Now we have $\angle O B M=\frac{\pi}{2}-\angle A=\frac{1}{2}(\angle A+\angle B+\angle C)-\angle A=\frac{1}{2}(\angle B+\angle C-\angle A) \leq \frac{\angle B}{2}=\angle I B M$. Similarly, we have $\angle O C M \leq \angle I C M$. Thus the point $O$ lies inside $I B C$, so we get $O M \leq r$.

Solution 3.78. Setting $a=x^{2}, b=y^{2}, c=z^{2}$, the inequality is equivalent to

$$
x^{6}+y^{6}+z^{6} \geq x^{4} y z+y^{4} z x+z^{4} x y
$$

This follows from Muirhead's theorem since $[6,0,0] \geq[4,1,1]$.
Solution 3.79. Use the Cauchy-Schwarz inequality to see that $\sqrt{x y}+z=\sqrt{x} \sqrt{y}+$ $\sqrt{z} \sqrt{z} \leq \sqrt{x+z} \sqrt{y+z}=\sqrt{x y+z(x+y+z)}=\sqrt{x y+z}$. Similarly, $\sqrt{y z}+x \leq$ $\sqrt{y z+x}$ and $\sqrt{z x}+y \leq \sqrt{z x+y}$. Therefore,

$$
\sqrt{x y+z}+\sqrt{y z+x}+\sqrt{z x+y} \geq \sqrt{x y}+\sqrt{y z}+\sqrt{z x}+x+y+z
$$

Solution 3.80. Using Example 1.4.11, we have

$$
a^{3}+b^{3}+c^{3} \geq \frac{(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)}{3}
$$

Now,

$$
a^{3}+b^{3}+c^{3} \geq \frac{a+b+c}{3}\left(a^{2}+b^{2}+c^{2}\right) \geq \sqrt[3]{a b c}(a b+b c+c a) \geq a b+b c+c a
$$

where we have used the AM-GM and the Cauchy-Schwarz inequalities.
Solution 3.81. Using Example 1.4.11, we get $(a+b+c)\left(a^{2}+b^{2}+c^{2}\right) \leq 3\left(a^{3}+b^{3}+c^{3}\right)$, but by hypothesis $a^{2}+b^{2}+c^{2} \geq 3\left(a^{3}+b^{3}+c^{3}\right)$, hence $a+b+c \leq 1$. On the other hand,

$$
4(a b+b c+c a)-1 \geq a^{2}+b^{2}+c^{2} \geq a b+b c+c a
$$

therefore $3(a b+b c+c a) \geq 1$. As

$$
1 \leq 3(a b+b c+c a) \leq(a+b+c)^{2} \leq 1
$$

we obtain $a+b+c=1$. Consequently, $a+b+c=1$ and $3(a b+b c+c a)=(a+b+c)^{2}$, which implies $a=b=c=\frac{1}{3}$.

Solution 3.82. The Cauchy-Schwarz inequality yields

$$
(|a|+|b|+|c|)^{2} \leq 3\left(a^{2}+b^{2}+c^{2}\right)=9
$$

Hence $|a|+|b|+|c| \leq 3$. From the AM-GM inequality it follows that

$$
a^{2}+b^{2}+c^{2} \geq 3 \sqrt[3]{(a b c)^{2}}
$$

or $|a b c| \leq 1$, which implies $-a b c \leq 1$. The requested inequality is then obtained by summation.
Solution 3.83. Notice that

$$
\frac{O A_{1}}{A A_{1}}=\frac{(O B C)}{(A B C)}=\frac{O B \cdot O C \cdot B C}{4 R_{1}} \cdot \frac{4 R}{A B \cdot A C \cdot B C}
$$

Now, we have to prove that

$$
O B \cdot O C \cdot B C+O A \cdot O B \cdot A B+O A \cdot O C \cdot A C \geq A B \cdot A C \cdot B C
$$

We consider the complex coordinates $O(0), A(a), B(b), C(c)$ and obtain

$$
|b| \cdot|c| \cdot|b-c|+|a| \cdot|b| \cdot|a-b|+|a| \cdot|c| \cdot|c-a| \geq|a-b| \cdot|b-c| \cdot|c-a|
$$

That is,

$$
\left|b^{2} c-c^{2} b\right|+\left|a^{2} b-b^{2} a\right|+\left|c^{2} a-a^{2} c\right| \geq\left|a b^{2}+b c^{2}+c a^{2}-a^{2} b-b^{2} c-c^{2} a\right|
$$

which is obvious by the triangle inequality.
Solution 3.84. Let $S=\left\{i_{1}, i_{1}+1, \ldots, j_{1}, i_{2}, i_{2}+1, \ldots, j_{2}, \ldots, i_{p}, \ldots, j_{p}\right\}$ be the ordering of $S$, where $j_{k}<i_{k+1}$ for $k=1,2, \ldots, p-1$. Take $S_{p}=a_{1}+a_{2}+\cdots+a_{p}$, $S_{0}=0$. Then

$$
\sum_{i \in S} a_{i}=S_{j_{p}}-S_{i_{p}-1}+S_{j_{p-1}}-S_{i_{p-1}-1}+\cdots+S_{j_{1}}-S_{i_{1}-1}
$$

and

$$
\sum_{1 \leq i \leq j \leq n}\left(a_{i}+\cdots+a_{j}\right)^{2}=\sum_{0 \leq i \leq j \leq n}\left(S_{i}-S_{j}\right)^{2}
$$

It suffices to prove an inequality with the following form:

$$
\begin{equation*}
\left(x_{1}-x_{2}+\cdots+(-1)^{p+1} x_{p}\right)^{2} \leq \sum_{1 \leq i<j \leq p}\left(x_{j}-x_{i}\right)^{2}+\sum_{i=1}^{p} x_{i}^{2} \tag{4.9}
\end{equation*}
$$

because this means neglecting the same non-negative terms on the right-hand side of the inequality. Thus inequality (4.9) reduces to

$$
4 \sum_{\substack{1 \leq i \leq j \leq p \\ j=i=\text { even }}} x_{i} x_{j} \leq(p-1) \sum_{i=1}^{p} x_{i}^{2}
$$

This can be obtained adding together inequalities with the form $4 x_{i} x_{j} \leq 2\left(x_{i}^{2}+x_{j}^{2}\right)$, $i<j, j-i=$ even (for odd $i, x_{i}$ appears in such inequality $\left[\frac{p-1}{2}\right]$ times, and for even $i, x_{i}$ appears in such inequality $\left[\frac{p}{2}\right]-1$ times).
Solution 3.85. Let $x=a+b+c, y=a b+b c+c a, z=a b c$. Then $a^{2}+b^{2}+c^{2}=x^{2}-2 y$, $a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}=y^{2}-2 x z, a^{2} b^{2} c^{2}=z^{2}$, and the inequality to be proved becomes $z^{2}+2\left(y^{2}-2 x z\right)+4\left(x^{2}-2 y\right)+8 \geq 9 y$ or $z^{2}+2 y^{2}-4 x z+4 x^{2}-17 y+8 \geq 0$. Now, from $a^{2}+b^{2}+c^{2} \geq a b+b c+c a=y$ we obtain $x^{2}=a^{2}+b^{2}+c^{2}+2 y \geq 3 y$.

Also,

$$
\begin{aligned}
a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2} & =(a b)^{2}+(b c)^{2}+(c a)^{2} \\
& \geq a b \cdot a c+b c \cdot a b+a c \cdot b c \\
& =(a+b+c) a b c=x z
\end{aligned}
$$

and thus $y^{2}=a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}+2 x z \geq 3 x z$. Hence,

$$
\begin{aligned}
z^{2}+2 y^{2}-4 x z+4 x^{2}-17 y+8= & \left(z-\frac{x}{3}\right)^{2}+\frac{8}{9}(y-3)^{2}+\frac{10}{9}\left(y^{2}-3 x z\right) \\
& +\frac{35}{9}\left(x^{2}-3 y\right) \geq 0
\end{aligned}
$$

as required.
Second solution. Expanding the left-hand side of the inequality we obtain the equivalent inequality

$$
(a b c)^{2}+2\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}\right)+4\left(a^{2}+b^{2}+c^{2}\right)+8 \geq 9(a b+b c+c a)
$$

Since $3\left(a^{2}+b^{2}+c^{2}\right) \geq 3(a b+b c+c a)$ and $2\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}\right)+6 \geq 4(a b+b c+c a)$ (for instance, $2 a^{2} b^{2}+2 \geq 4 \sqrt{a^{2} b^{2}}=4 a b$ ), it is enough to prove that

$$
(a b c)^{2}+a^{2}+b^{2}+c^{2}+2 \geq 2(a b+b c+c a)
$$

Part (i) of Exercise 1.90 tells us that it is enough to prove that $(a b c)^{2}+2 \geq$ $3 \sqrt[3]{a^{2} b^{2} c^{2}}$, but this follows from the AM-GM inequality.

Solution 3.86. Let us write

$$
\begin{aligned}
\frac{3}{\sqrt[3]{3}} & \sqrt[3]{\frac{1}{a b c}+6(a+b+c)}=\frac{3}{\sqrt[3]{3}} \sqrt[3]{\frac{1+6 a^{2} b c+6 b^{2} a c+6 c^{2} a b}{a b c}} \\
& =\frac{3}{\sqrt[3]{3}} \sqrt[3]{\frac{1+3 a b(a c+b c)+3 b c(b a+c a)+3 c a(a b+b c)}{a b c}}
\end{aligned}
$$

and consider the condition $a b+b c+c a=1$ to obtain

$$
\begin{aligned}
\frac{3}{\sqrt[3]{3}} & \sqrt[3]{\frac{1+3 a b-3(a b)^{2}+3 b c-3(b c)^{2}+3 c a-3(c a)^{2}}{a b c}} \\
& =\frac{3}{\sqrt[3]{3}} \sqrt[3]{\frac{4-3\left((a b)^{2}+(b c)^{2}+(c a)^{2}\right)}{a b c}}
\end{aligned}
$$

It is easy to see that $3\left((a b)^{2}+(b c)^{2}+(a c)^{2}\right) \geq(a b+b c+a c)^{2}$ (use the CauchySchwarz inequality). Then, it is enough to prove that

$$
\frac{3}{\sqrt[3]{3}} \sqrt[3]{\frac{3}{a b c}} \leq \frac{1}{a b c}
$$

which is equivalent to $(a b c)^{2} \leq \frac{1}{27}$. But this last inequality follows from the AMGM inequality,

$$
(a b c)^{2}=(a b)(b c)(c a) \leq\left(\frac{a b+b c+c a}{3}\right)^{3}=\frac{1}{27}
$$

The equality holds if and only if $a=b=c=\frac{1}{\sqrt{3}}$.
Solution 3.87. Using symmetry, it suffices to prove that $t_{1}<t_{2}+t_{3}$. We have

$$
\begin{aligned}
\sum_{i=1}^{n} t_{i} \sum_{i=1}^{n} \frac{1}{t_{i}} & =n+\sum_{1 \leq i<j \leq n}\left(\frac{t_{i}}{t_{j}}+\frac{t_{j}}{t_{i}}\right) \\
& =n+t_{1}\left(\frac{1}{t_{2}}+\frac{1}{t_{3}}\right)+\frac{1}{t_{1}}\left(t_{2}+t_{3}\right)+\sum_{(i, j) \neq(1,2),(1,3)}\left(\frac{t_{i}}{t_{j}}+\frac{t_{j}}{t_{i}}\right)
\end{aligned}
$$

Using the AM-GM inequality we get

$$
\left(\frac{1}{t_{2}}+\frac{1}{t_{3}}\right) \geq \frac{2}{\sqrt{t_{2} t_{3}}}, \quad t_{2}+t_{3} \geq 2 \sqrt{t_{2} t_{3}} \text { and } \frac{t_{i}}{t_{j}}+\frac{t_{j}}{t_{i}} \geq 2 \text { for all } i, j
$$

Thus, setting $a=t_{1} / \sqrt{t_{2} t_{3}}>0$ and using the hypothesis, we arrive at
$n^{2}+1>\sum_{i=1}^{n} t_{i} \sum_{i=1}^{n} \frac{1}{t_{i}} \geq n+2 \frac{t_{1}}{\sqrt{t_{2} t_{3}}}+2 \frac{\sqrt{t_{2} t_{3}}}{t_{1}}+2\left[\frac{n^{2}-n}{2}-2\right]=2 a+\frac{2}{a}+n^{2}-4$.
Hence $2 a+\frac{2}{a}-5<0$, which implies $1 / 2<a=t_{1} / \sqrt{t_{2} t_{3}}<2$. So $t_{1}<2 \sqrt{t_{2} t_{3}}$, and one more application of the AM-GM inequality yields $t_{1}<2 \sqrt{t_{2} t_{3}} \leq t_{2}+t_{3}$, as needed.
Solution 3.88. Note that $1+b-c=a+b+c+b-c=a+2 b \geq 0$. Then

$$
a \sqrt[3]{1+b-c} \leq a\left(\frac{1+1+(1+b-c)}{3}\right)=a+\frac{a b-a c}{3}
$$

Similarly,

$$
\begin{aligned}
& b \sqrt[3]{1+c-a} \leq b+\frac{b c-b a}{3} \\
& c \sqrt[3]{1+a-b} \leq c+\frac{c a-c b}{3}
\end{aligned}
$$

Adding these three inequalities, we get

$$
a \sqrt[3]{1+b-c}+b \sqrt[3]{1+c-a}+c \sqrt[3]{1+a-b} \leq a+b+c=1
$$

Solution 3.89. If any of the numbers is zero or if an odd number of them are negative, then $x_{1} x_{2} \cdots x_{6} \leq 0$ and the inequality follows.

Therefore, it can only be 2 or 4 negative numbers between the numbers in the inequality. Suppose that neither of them are zero and that there are 2 negative numbers (in the other case, change the signs of all numbers). If $y_{i}=\left|x_{i}\right|$, then it is clear that $y_{1}^{2}+y_{2}^{2}+\cdots+y_{6}^{2}=6, y_{1}+y_{2}=y_{3}+\cdots+y_{6}$ and that $x_{1} x_{2} \cdots x_{6}=y_{1} y_{2} \cdots y_{6}$.

From the AM-GM inequality we get

$$
y_{1} y_{2} \leq\left(\frac{y_{1}+y_{2}}{2}\right)^{2}=A^{2}
$$

Also, the AM-GM inequality yields

$$
y_{3} y_{4} y_{5} y_{6} \leq\left(\frac{y_{3}+y_{4}+y_{5}+y_{6}}{4}\right)^{4}=\left(\frac{y_{1}+y_{2}}{4}\right)^{4}=\frac{1}{2^{4}} A^{4}
$$

Therefore, $y_{1} y_{2} \cdots y_{6} \leq \frac{1}{2^{4}} A^{6}$.
On the other hand, the Cauchy-Schwarz inequality implies that

$$
\begin{aligned}
2\left(y_{1}^{2}+y_{2}^{2}\right) & \geq\left(y_{1}+y_{2}\right)^{2}=4 A^{2} \\
4\left(y_{3}^{2}+y_{4}^{2}+y_{5}^{2}+y_{6}^{2}\right) & \geq\left(y_{3}+y_{4}+y_{5}+y_{6}\right)^{2}=4 A^{2}
\end{aligned}
$$

Thus, $6=y_{1}^{2}+y_{2}^{2}+\cdots+y_{6}^{2} \geq 2 A^{2}+A^{2}=3 A^{2}$ and then $y_{1} y_{2} \cdots y_{6} \leq \frac{1}{2^{4}} A^{6} \leq$ $\frac{2^{3}}{2^{4}}=\frac{1}{2}$.

Solution 3.90. Use the Cauchy-Schwarz inequality with $(1,1,1)$ and $\left(\frac{a}{b}, \frac{b}{c}, \frac{c}{a}\right)$ to obtain

$$
\left(1^{2}+1^{2}+1^{2}\right)\left(\frac{a^{2}}{b^{2}}+\frac{b^{2}}{c^{2}}+\frac{c^{2}}{a^{2}}\right) \geq\left(\frac{a}{b}+\frac{b}{c}+\frac{c}{a}\right)^{2}
$$

The AM-GM inequality leads us to $\frac{a}{b}+\frac{b}{c}+\frac{c}{a} \geq 3 \sqrt[3]{\frac{a b c}{b c a}}=3$, then

$$
\left(\frac{a^{2}}{b^{2}}+\frac{b^{2}}{c^{2}}+\frac{c^{2}}{a^{2}}\right) \geq\left(\frac{a}{b}+\frac{b}{c}+\frac{c}{a}\right) .
$$

Similarly, $\frac{a}{c}+\frac{b}{a}+\frac{c}{b} \geq 3 \sqrt[3]{\frac{a b c}{b c a}}=3$. Therefore,

$$
\frac{a^{2}}{b^{2}}+\frac{b^{2}}{c^{2}}+\frac{c^{2}}{a^{2}}+\frac{a}{c}+\frac{b}{a}+\frac{c}{b} \geq 3+\frac{a}{b}+\frac{b}{c}+\frac{c}{a}
$$

Adding $\frac{a}{c}+\frac{b}{a}+\frac{c}{b}$ to both sides yields the result.

Solution 3.91. Note that

$$
\frac{a^{2}+2}{2}=\frac{\left(a^{2}-a+1\right)+(a+1)}{2} \geq \sqrt{\left(a^{2}-a+1\right)(a+1)}=\sqrt{1+a^{3}}
$$

After substituting in the given inequality, we need to prove that

$$
\frac{a^{2}}{\left(a^{2}+2\right)\left(b^{2}+2\right)}+\frac{b^{2}}{\left(b^{2}+2\right)\left(c^{2}+2\right)}+\frac{c^{2}}{\left(c^{2}+2\right)\left(a^{2}+2\right)} \geq \frac{1}{3} .
$$

Set $x=a^{2}, y=b^{2}, z=c^{2}$, then $x y z=64$ and

$$
\frac{x}{(x+2)(y+2)}+\frac{y}{(y+2)(z+2)}+\frac{z}{(z+2)(x+2)} \geq \frac{1}{3}
$$

if and only if

$$
3[x(z+2)+y(x+2)+z(y+2)] \geq(x+2)(y+2)(z+2)
$$

Now, $3(x y+y z+z x)+6(x+y+z) \geq x y z+2(x y+y z+z x)+4(x+y+z)+8$ if and only if $x y+y z+z x+2(x+y+z) \geq x y z+8=72$, but using the AM-GM inequality leads to $x+y+z \geq 12$ and $x y+y z+z x \geq 48$, which finishes the proof.
Solution 3.92. Observe that

$$
\frac{x^{5}-x^{2}}{x^{5}+y^{2}+z^{2}}-\frac{x^{5}-x^{2}}{x^{3}\left(x^{2}+y^{2}+z^{2}\right)}=\frac{x^{2}\left(y^{2}+z^{2}\right)\left(x^{3}-1\right)^{2}}{x^{3}\left(x^{5}+y^{2}+z^{2}\right)\left(x^{2}+y^{2}+z^{2}\right)} \geq 0
$$

Then

$$
\begin{aligned}
\sum \frac{x^{5}-x^{2}}{x^{5}+y^{2}+z^{2}} & \geq \sum \frac{x^{5}-x^{2}}{x^{3}\left(x^{2}+y^{2}+z^{2}\right)} \\
& =\frac{1}{x^{2}+y^{2}+z^{2}} \sum\left(x^{2}-\frac{1}{x}\right) \\
& \geq \frac{1}{x^{2}+y^{2}+z^{2}} \sum\left(x^{2}-y z\right) \geq 0
\end{aligned}
$$

The second inequality follows from the fact that $x y z \geq 1$, that is, $\frac{1}{x} \leq y z$. The last inequality follows from (1.8).
Second solution. First, note that

$$
\frac{x^{5}-x^{2}}{x^{5}+y^{2}+z^{2}}=\frac{x^{5}+y^{2}+z^{2}-\left(x^{2}+y^{2}+z^{2}\right)}{x^{5}+y^{2}+z^{2}}=1-\frac{x^{2}+y^{2}+z^{2}}{x^{5}+y^{2}+z^{2}}
$$

Now we need to prove that

$$
\frac{1}{x^{5}+y^{2}+z^{2}}+\frac{1}{x^{5}+z^{2}+x^{2}}+\frac{1}{x^{5}+x^{2}+y^{2}} \leq \frac{3}{x^{2}+y^{2}+z^{2}}
$$

Using the Cauchy-Schwarz inequality we get

$$
\left(x^{2}+y^{2}+z^{2}\right)^{2} \leq\left(x^{2} \cdot x^{3}+y^{2}+z^{2}\right)\left(x^{2} \cdot \frac{1}{x^{3}}+y^{2}+z^{2}\right)
$$

and since $x y z \geq 1$, then $x^{2} \cdot \frac{1}{x^{3}}=\frac{1}{x} \leq y z$, and we have that

$$
\left(x^{2}+y^{2}+z^{2}\right)^{2} \leq\left(x^{5}+y^{2}+z^{2}\right)\left(y z+y^{2}+z^{2}\right)
$$

therefore

$$
\begin{aligned}
\sum \frac{1}{x^{5}+y^{2}+z^{2}} & \leq \sum \frac{y z+y^{2}+z^{2}}{\left(x^{2}+y^{2}+z^{2}\right)^{2}} \leq \sum \frac{\frac{y^{2}+z^{2}}{2}+y^{2}+z^{2}}{\left(x^{2}+y^{2}+z^{2}\right)^{2}} \\
& =\frac{3}{x^{2}+y^{2}+z^{2}}
\end{aligned}
$$

Solution 3.93. Notice that

$$
\begin{aligned}
(1 & +a b c)\left(\frac{1}{a(b+1)}+\frac{1}{b(c+1)}+\frac{1}{c(a+1)}\right)+3 \\
& =\frac{1+a b c+a b+a}{a(b+1)}+\frac{1+a b c+b c+b}{b(c+1)}+\frac{1+a b c+c a+c}{c(a+1)} \\
& =\frac{1+a}{a(b+1)}+\frac{b(c+1)}{(b+1)}+\frac{1+b}{b(c+1)}+\frac{c(a+1)}{(c+1)}+\frac{1+c}{c(a+1)}+\frac{a(b+1)}{(a+1)} \geq 6 .
\end{aligned}
$$

The last inequality follows after using the AM-GM inequality for six numbers.
Solution 3.94. Let $R$ be the circumradius of the triangle $A B C$. Since $\angle B O C=$ $2 \angle A, \angle C O A=2 \angle B$ and $\angle A O B=2 \angle C$, we have that

$$
\begin{aligned}
(A B C)=(B O C)+(C O A)+(A O B) & =\frac{R^{2}}{2}(\sin 2 A+\sin 2 B+\sin 2 C) \\
& \leq \frac{R^{2}}{2} 3 \sin \left(\frac{2 A+2 B+2 C}{3}\right) \\
& =\frac{R^{2}}{2} 3 \sin \left(\frac{2 \pi}{3}\right)=\frac{3 \sqrt{3} R^{2}}{4}
\end{aligned}
$$

The inequality follows since the function $\sin x$ is concave in $[0, \pi]$.
On the other hand, since $B O C$ is isosceles, the perpendicular bisector $O A^{\prime}$ of $B C$ is also the internal bisector of the angle $\angle B O C$, so that $\angle B O A^{\prime}=\angle C O A^{\prime}=$ $\angle A$; similarly $\angle C O B^{\prime}=\angle A O B^{\prime}=\angle B$ and $\angle A O C^{\prime}=\angle B O C^{\prime}=\angle C$. In the triangle $B^{\prime} O C^{\prime}$ the altitude on the side $B^{\prime} C^{\prime}$ is $\frac{R}{2}$ and $B^{\prime} C^{\prime}=\frac{R}{2}(\tan B+\tan C)$.

Therefore, the area of the triangle $B^{\prime} O C^{\prime}$ is $\left(B^{\prime} O C^{\prime}\right)=\frac{R^{2}}{8}(\tan B+\tan C)$. Similarly, $\left(C^{\prime} O A^{\prime}\right)=\frac{R^{2}}{8}(\tan C+\tan A)$ and $\left(A^{\prime} O B^{\prime}\right)=\frac{R^{2}}{8}(\tan A+\tan B)$. Then,

$$
\begin{aligned}
\left(A^{\prime} B^{\prime} C^{\prime}\right)=\left(B^{\prime} O C^{\prime}\right)+\left(C^{\prime} O A^{\prime}\right)+\left(A^{\prime} O B^{\prime}\right) & =\frac{R^{2}}{4}(\tan A+\tan B+\tan C) \\
& \geq \frac{R^{2}}{4} 3 \tan \left(\frac{A+B+C}{3}\right) \\
& =\frac{R^{2}}{4} 3 \tan \left(\frac{\pi}{3}\right)=\frac{3 \sqrt{3} R^{2}}{4}
\end{aligned}
$$

The inequality follows since the function $\tan x$ is convex in $\left[0, \frac{\pi}{2}\right]$.
Hence,

$$
\left(A^{\prime} B^{\prime} C^{\prime}\right) \geq \frac{3 \sqrt{3} R^{2}}{4} \geq(A B C)
$$

Solution 3.95. First, note that $a^{2}+b c \geq 2 \sqrt{a^{2} b c}=2 \sqrt{a b} \sqrt{c a}$ and similarly $b^{2}+c a \geq$ $2 \sqrt{b c} \sqrt{a b}, c^{2}+a b \geq 2 \sqrt{c a} \sqrt{b c}$; then it follows that

$$
\frac{1}{a^{2}+b c}+\frac{1}{b^{2}+c a}+\frac{1}{c^{2}+a b} \leq \frac{1}{2}\left(\frac{1}{\sqrt{a b} \sqrt{c a}}+\frac{1}{\sqrt{b c} \sqrt{a b}}+\frac{1}{\sqrt{c a} \sqrt{b c}}\right) .
$$

Now, using the Cauchy-Schwarz inequality in the following way

$$
\left(\frac{1}{\sqrt{a b} \sqrt{c a}}+\frac{1}{\sqrt{b c} \sqrt{a b}}+\frac{1}{\sqrt{c a} \sqrt{b c}}\right)^{2} \leq\left(\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}\right)\left(\frac{1}{c a}+\frac{1}{a b}+\frac{1}{b c}\right)
$$

the result follows.
Solution 3.96. From the Cauchy-Schwarz inequality we get

$$
\sum_{i \neq j} \frac{a_{i}}{a_{j}} \sum_{i \neq j} a_{i} a_{j} \geq\left(\sum_{i \neq j} a_{i}\right)^{2}=\left((n-1) \sum_{i=1}^{n} a_{i}\right)^{2}=(n-1)^{2} A^{2}
$$

On the other hand,

$$
\sum_{i \neq j} a_{i} a_{j}=\left(\sum_{i=1}^{n} a_{i}\right)^{2}-\left(\sum_{i=1}^{n} a_{i}^{2}\right)=A^{2}-A
$$

Solution 3.97. Without loss of generality, take $a_{1} \leq \cdots \leq a_{n}$. Let $d_{k}=a_{k+1}-a_{k}$ for $k=1, \ldots, n$. Then $d=d_{1}+\cdots+d_{n-1}$. For $i<j$ we have that $\left|a_{i}-a_{j}\right|=$ $a_{j}-a_{i}=d_{i}+\cdots+d_{j-1}$. Then,

$$
\begin{aligned}
s=\sum_{i<j}\left|a_{i}-a_{j}\right| & =\sum_{j=2}^{n} \sum_{i=1}^{j-1}\left(d_{i}+\cdots+d_{j-1}\right) \\
& =\sum_{j=2}^{n}\left(d_{1}+2 d_{2}+\cdots+(j-1) d_{j-1}\right) \\
& =(n-1) d_{1}+(n-2) 2 d_{2}+\cdots+1 \cdot(n-1) d_{n-1} \\
& =\sum_{k=1}^{n-1} k(n-k) d_{k}
\end{aligned}
$$

Since $k(n-k) \geq(n-1)$ (because $(k-1)(n-k-1) \geq 0)$ and $4 k(n-k) \leq n^{2}$ (from the AM-GM inequality), we obtain $(n-1) d \leq s \leq \frac{n^{2} d}{4}$.

In order to see when the equality on the left holds, notice that $k(n-k)=$ $(n-1) \Leftrightarrow n(k-1)=k^{2}-1 \Leftrightarrow k=1$ or $k=n-1$, so that $(n-1) d=s$ only if $d_{2}=\cdots=d_{n-2}=0$, that is, $a_{1} \leq a_{2}=\cdots=a_{n-1} \leq a_{n}$.

For the second equality notice that $4 k(n-k)=n^{2} \Leftrightarrow k=n-k$. If $n$ is odd, the equality $4 k(n-k)=n^{2}$ holds only when $d_{k}=0$ for all $k$, therefore $a_{1}=\cdots=a_{n}=0$. If $n$ is even, say $n=2 k$, then only $d_{k}$ can be different from zero and then $a_{1}=\cdots=a_{k} \leq a_{k+1}=\cdots=a_{2 k}$.
Solution 3.98. Consider the polynomial $P(t)=t b\left(t^{2}-b^{2}\right)+b c\left(b^{2}-c^{2}\right)+c t\left(c^{2}-t^{2}\right)$. This satisfies the identities $P(b)=P(c)=P(-b-c)=0$, therefore $P(t)=$ $(b-c)(t-b)(t-c)(t+b+c)$, since the coefficient of $t^{3}$ is $(b-c)$. Hence

$$
\begin{aligned}
\mid a b\left(a^{2}\right. & \left.-b^{2}\right)+b c\left(b^{2}-c^{2}\right)+c a\left(c^{2}-a^{2}\right)|=|P(a)| \\
& =|(b-c)(a-b)(a-c)(a+b+c)|
\end{aligned}
$$

The problem is to find the least number $M$ such that the following inequality holds for all numbers $a, b, c$ :

$$
|(a-c)(a-b)(b-c)(a+b+c)| \leq M\left(a^{2}+b^{2}+c^{2}\right)^{2} .
$$

If $(a, b, c)$ satisfies the inequality, then $(\lambda a, \lambda b, \lambda c)$ also satisfies it for any real number $\lambda$. Therefore, we can assume, without loss of generality, that $a^{2}+b^{2}+c^{2}=$ 1. In this way the problem becomes the search for the maximum value of $P=$ $|(a-b)(a-c)(b-c)(a+b+c)|$ for real numbers $a, b, c$ such that $a^{2}+b^{2}+c^{2}=1$.

Note that

$$
\begin{aligned}
{\left[3\left(a^{2}+b^{2}+c^{2}\right)\right]^{2} } & =\left[2(a-b)^{2}+2(a-c)(b-c)+(a+b+c)^{2}\right]^{2} \\
& \geq 8|(a-c)(b-c)|\left[2(a-b)^{2}+(a+b+c)^{2}\right] \\
& \geq 16 \sqrt{2}|(a-c)(b-c)(a-b)(a+b+c)| \\
& =16 \sqrt{2} P
\end{aligned}
$$

The two inequalities are obtained using the AM-GM inequality.

Thus, $P \leq \frac{9}{16 \sqrt{2}}$, and the maximum value is $\frac{9}{16 \sqrt{2}}$ because the equality holds with $a=\frac{3 \sqrt{3}+\sqrt{6}}{6 \sqrt{2}}, b=\frac{\sqrt{6}}{6 \sqrt{2}}$ and $c=\frac{\sqrt{6}-3 \sqrt{3}}{6 \sqrt{2}}$.
Solution 3.99. For $a=2, b=c=\frac{1}{2}$ and $n \geq 3$, the inequality is not true.
If $n=1$, the inequality becomes $a b c \leq 1$, which follows from $\sqrt[3]{a b c} \leq \frac{a+b+c}{3}=1$.
For the case $n=2$, let $x=a b+b c+c a$; now since $a^{2}+b^{2}+c^{2}=(a+b+c)^{2}-2(a b+b c+$ $c a)=9-2 x$ and $x^{2}=(a b+b c+c a)^{2} \geq 3\left(a^{2} b c+a b^{2} c+a b c^{2}\right)=3 a b c(a+b+c)=9 a b c$, the inequality is equivalent to $a b c(9-2 x) \leq 3$, but it will be enough to prove that $x^{2}(9-2 x) \leq 27$. This last inequality is in turn equivalent $(2 x+3)(x-3)^{2} \geq 0$.
Solution 3.100. First, the AM-GM inequality leads us to $c a+c+a \geq 3 \sqrt[3]{c^{2} a^{2}}$. From this we get

$$
\frac{(a+1)(b+1)^{2}}{3 \sqrt[3]{c^{2} a^{2}}+1} \geq \frac{(a+1)(b+1)^{2}}{c a+c+a+1}=\frac{(a+1)(b+1)^{2}}{(c+1)(a+1)}=\frac{(b+1)^{2}}{(c+1)}
$$

Similarly for the other two terms of the sum; therefore

$$
\begin{aligned}
\frac{(a+1)(b+1)^{2}}{3 \sqrt[3]{c^{2} a^{2}}+1} & +\frac{(b+1)(c+1)^{2}}{3 \sqrt[3]{a^{2} b^{2}}+1}+\frac{(c+1)(a+1)^{2}}{3 \sqrt[3]{b^{2} c^{2}}+1} \\
& \geq \frac{(b+1)^{2}}{(c+1)}+\frac{(c+1)^{2}}{(a+1)}+\frac{(a+1)^{2}}{(b+1)}
\end{aligned}
$$

Now, apply inequality (1.11).
Solution 3.101. Using Ravi's transformation $a=x+y, b=y+z, c=z+x$, we find that $x+y+z=\frac{3}{2}$ and $x y z \leq\left(\frac{x+y+z}{3}\right)^{3}=\frac{1}{8}$. Moreover,

$$
\begin{aligned}
a^{2} & +b^{2}+c^{2}+\frac{4 a b c}{3}=\frac{\left(a^{2}+b^{2}+c^{2}\right)(a+b+c)+4 a b c}{3} \\
& =\frac{2\left((y+z)^{2}+(z+x)^{2}+(x+y)^{2}\right)(x+y+z)+4(y+z)(z+x)(x+y)}{3} \\
& =\frac{4}{3}\left((x+y+z)^{3}-x y z\right) \\
& \geq \frac{4}{3}\left(\left(\frac{3}{2}\right)^{3}-\frac{1}{8}\right)=\frac{13}{3} .
\end{aligned}
$$

Therefore the minimum value is $\frac{13}{3}$.
Solution 3.102. Apply Ravi's transformation $a=y+z, b=z+x, c=x+y$, so that the inequality can be rewritten as

$$
\begin{aligned}
\frac{(2 z)^{4}}{(z+x)(2 x)} & +\frac{(2 x)^{4}}{(x+y)(2 y)}+\frac{(2 y)^{4}}{(y+z)(2 z)} \\
& \geq(y+z)(z+x)+(z+x)(x+y)+(x+y)(y+z)
\end{aligned}
$$

From inequality (1.11) and Exercise 1.27, we obtain

$$
\begin{aligned}
\frac{(2 z)^{4}}{(z+x)(2 x)}+\frac{(2 x)^{4}}{(x+y)(2 y)}+\frac{(2 y)^{4}}{(y+z)(2 z)} & \geq \frac{8\left(x^{2}+y^{2}+z^{2}\right)^{2}}{x^{2}+y^{2}+z^{2}+x y+y z+z x} \\
& \geq \frac{8\left(x^{2}+y^{2}+z^{2}\right)^{2}}{2\left(x^{2}+y^{2}+z^{2}\right)}
\end{aligned}
$$

On the other hand, $(y+z)(z+x)+(z+x)(x+y)+(x+y)(y+z)=3(x y+$ $y z+z x)+\left(x^{2}+y^{2}+z^{2}\right)$; then it is enough to prove that $4\left(x^{2}+y^{2}+z^{2}\right) \geq$ $3(x y+y z+z x)+\left(x^{2}+y^{2}+z^{2}\right)$, which can be reduced to $x^{2}+y^{2}+z^{2} \geq x y+y z+z x$.
Solution 3.103. The substitution $x=\frac{a+b}{a-b}, y=\frac{b+c}{b-c}, z=\frac{c+a}{c-a}$ has the property that $x y+y z+z x=1$. Using the Cauchy-Schwarz inequality, $(x+y+z)^{2} \geq$ $3(x y+y z+z x)=3$, therefore $|x+y+z| \geq \sqrt{3}>1$.
Solution 3.104. It will be enough to consider the case $x \leq y \leq z$. Then $x=y-a$, $z=y+b$ with $a, b \geq 0$.

On the one hand, we have $x z=1-x y-y z=1-(y-a) y-y(y+b)=$ $1-2 y^{2}+a y-b y$ and on the other, $x z=(y-a)(y+b)=y^{2}-a y+b y-a b$. Adding both identities, we get $2 x z=1-y^{2}-a b$, so that $2 x z-1=-y^{2}-a b \leq 0$. If $2 x z=1$, then $y=0$ and $x z=1$, a contradiction, therefore $x z<\frac{1}{2}$.

The numbers $x=y=\frac{1}{n}$ and $z=\frac{1}{2}\left(n-\frac{1}{n}\right)$ satisfy $x \leq y \leq z$ and $x y+y z+z x=$ 1. However, $x z=\frac{1}{2 n}\left(n-\frac{1}{n}\right)^{n}=\frac{1}{2}-\frac{1}{2 n^{2}}$ can be as close as we wish to $\frac{1}{2}$, therefore, the value $\frac{1}{2}$ cannot be improved.

Solution 3.105. Suppose that $a=[x]$ and that $r=\{x\}$. Then, the inequality is equivalent to

$$
\left(\frac{a+2 r}{a}-\frac{a}{a+2 r}\right)+\left(\frac{2 a+r}{r}-\frac{r}{2 a+r}\right)>\frac{9}{2} .
$$

This inequality reduces to

$$
2\left(\frac{r}{a}+\frac{a}{r}\right)-\left(\frac{a}{a+2 r}+\frac{r}{2 a+r}\right)>\frac{5}{2}
$$

But since $\frac{r}{a}+\frac{a}{r} \geq 2$, it is enough to prove that

$$
\frac{a}{a+2 r}+\frac{r}{2 a+r}<\frac{3}{2}
$$

But $a+2 r \geq a+r$ and $2 a+r \geq a+r$; moreover, the two equalities cannot hold at the same time (otherwise $a=r=0$ ), therefore

$$
\frac{a}{a+2 r}+\frac{r}{2 a+r}<\frac{a}{a+r}+\frac{r}{a+r}=1<\frac{3}{2} .
$$

Solution 3.106. Inequality (1.11) shows that

$$
a+b+c \geq \frac{1}{a}+\frac{1}{b}+\frac{1}{c} \geq \frac{3^{2}}{a+b+c}
$$

so that $\frac{a+b+c}{3} \geq \frac{3}{a+b+c}$. Thus, it is enough to prove that $a+b+c \geq \frac{3}{a b c}$.
Since $(x+y+z)^{2} \geq 3(x y+y z+z x)$, we have

$$
(a+b+c)^{2} \geq\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right)^{2} \geq 3\left(\frac{1}{a b}+\frac{1}{b c}+\frac{1}{c a}\right)=\frac{3}{a b c}(a+b+c)
$$

and from here it is easy to conclude the proof.
Solution 3.107. By means of the Cauchy-Schwarz inequality we get

$$
(a+b+1)\left(a+b+c^{2}\right) \geq(a+b+c)^{2} .
$$

Then

$$
\begin{aligned}
\frac{a+b+c^{2}}{(a+b+c)^{2}}+\frac{a^{2}+b+c}{(a+b+c)^{2}} & +\frac{a+b^{2}+c}{(a+b+c)^{2}} \\
& \geq \frac{1}{a+b+1}+\frac{1}{b+c+1}+\frac{1}{c+a+1} \geq 1
\end{aligned}
$$

Therefore,

$$
2(a+b+c)+\left(a^{2}+b^{2}+c^{2}\right) \geq(a+b+c)^{2}=a^{2}+b^{2}+c^{2}+2(a b+b c+c a)
$$

and the result follows.
Solution 3.108. For an interior point $P$ of $A B C$, consider the point $Q$ on the perpendicular bisector of $B C$ satisfying $A Q=A P$. Let $S$ be the intersection of $B P$ with the tangent to the circle at $Q$. Then, $S P+P C \geq S C$, therefore $B P+P C=B S+S P+P C \geq B S+S C$.

On the other hand, $B S+S C \geq B Q+Q C$, then $B P+P C$ is minimum if $P=Q$.

Let $T$ be the midpoint of $M N$. Since the triangle $A M Q$ is isosceles and $M T$ is one of its altitudes, then $M T=Z Q$ where $Z$ is the foot of the altitude of $Q$ over $A B$. Then $M N+B Q+Q C=2(M T+Q C)=2(Z Q+Q C)$ is minimum when $Z, Q, C$ are collinear and this means $C Z$ is the altitude. By symmetry, $B Q$ should be also an altitude and then $P$ is the orthocenter.

Solution 3.109. Let $H$ be the orthocenter of the triangle $M N P$, and let $A^{\prime}, B^{\prime}, C^{\prime}$ be the projections of $H$ on $B C, C A, A B$, respectively. Since the triangle $M N P$ is acute, $H$ belongs to the interior of the triangle $M N P$; hence, it belongs to the interior of the triangle $A B C$ too, and therefore

$$
x \leq H A^{\prime}+H B^{\prime}+H C^{\prime} \leq H M+H N+H P \leq 2 X
$$

The second inequality is evident, the other two will be presented as the following two lemmas.

Lemma 1. If $H$ is an interior point or belongs to the sides of a triangle $A B C$, and if $A^{\prime}, B^{\prime}, C^{\prime}$ are its projections on $B C, C A, A B$, respectively, then $x \leq$ $H A^{\prime}+H B^{\prime}+H C^{\prime}$, where $x$ is the length of the shortest altitude of $A B C$.

Proof.
$\frac{H A^{\prime}+H B^{\prime}+H C^{\prime}}{x} \geq \frac{H A^{\prime}}{h_{a}}+\frac{H B^{\prime}}{h_{b}}+\frac{H C^{\prime}}{h_{c}}=\frac{(B H C)}{(A B C)}+\frac{(C H A)}{(A B C)}+\frac{(A H B)}{(A B C)}=1$.

Lemma 2. If $M N P$ is an acute triangle and $H$ is its orthocenter, then $H M+H N+$ $H P \leq 2 X$, where $X$ is the length of the largest altitude of the triangle $M N P$.

Proof. Suppose that $\angle M \leq \angle N \leq \angle P$, then $N P \leq P M \leq M N$ and so it happens that $X$ is equal to the altitude $M M^{\prime}$. We need to prove that $H M+H N+H P \leq$ $2 M M^{\prime}=2\left(H M+H M^{\prime}\right)$ or, equivalently, that $H N+H P \leq H M+2 H M^{\prime}$.

Let $H^{\prime}$ be the symmetric point of $H$ with respect to $N P$; since $M N H^{\prime} P$ is a cyclic quadrilateral, Ptolemy's theorem tells us that

$$
H^{\prime} M \cdot N P=H^{\prime} N \cdot M P+H^{\prime} P \cdot M N \geq H^{\prime} N \cdot N P+H^{\prime} P \cdot N P,
$$

and then we get $H^{\prime} N+H^{\prime} P \leq H^{\prime} M=H M+2 H M^{\prime}$.
Solution 3.110. Without loss of generality, we can suppose that $x \leq y \leq z$. Then $x+y \leq z+x \leq y+z, x y \leq z x \leq y z, 2 z^{2}(x+y) \geq 2 y^{2}(z+x) \geq 2 x^{2}(y+z)$, $\frac{1}{\sqrt{2 z^{2}(x+y)}} \leq \frac{1}{\sqrt{2 y^{2}(z+x)}} \leq \frac{1}{\sqrt{2 x^{2}(y+z)}}$. If we resort to the rearrangement inequality and apply it twice, we have

$$
\sum \frac{2 y z}{\sqrt{2 x^{2}(y+z)}} \geq \sum \frac{x y+z x}{\sqrt{2 x^{2}(y+z)}}
$$

Now, adding $\sum \frac{2 x^{2}}{\sqrt{2 x^{2}(y+z)}}$ to both sides of the last inequality, we obtain

$$
\begin{aligned}
\sum \frac{2 x^{2}+2 y z}{\sqrt{2 x^{2}(y+z)}} & \geq \sum \frac{2 x^{2}+x y+z x}{\sqrt{2 x^{2}(y+z)}} \\
& =\sum \frac{2 x^{2}+x(y+z)}{\sqrt{2 x^{2}(y+z)}} \\
& \geq \sum \frac{2 \sqrt{2 x^{3}(y+z)}}{\sqrt{2 x^{2}(y+z)}} \\
& =2(\sqrt{x}+\sqrt{y}+\sqrt{z})=2 .
\end{aligned}
$$

Second solution. First, note that

$$
\begin{aligned}
\frac{x^{2}+y z}{\sqrt{2 x^{2}(y+z)}} & =\frac{x^{2}-x(y+z)+y z}{\sqrt{2 x^{2}(y+z)}}+\frac{x(y+z)}{\sqrt{2 x^{2}(y+z)}} \\
& =\frac{(x-y)(x-z)}{\sqrt{2 x^{2}(y+z)}}+\sqrt{\frac{y+z}{2}} \\
& \geq \frac{(x-y)(x-z)}{\sqrt{2 x^{2}(y+z)}}+\frac{\sqrt{y}+\sqrt{z}}{2} .
\end{aligned}
$$

Similarly for the other two elements of the sum; then

$$
\sum \frac{x^{2}+y z}{\sqrt{2 x^{2}(y+z)}} \geq \sum \frac{(x-y)(x-z)}{\sqrt{2 x^{2}(y+z)}}+\sqrt{x}+\sqrt{y}+\sqrt{z}
$$

Then, it is enough to prove that

$$
\frac{(x-y)(x-z)}{\sqrt{2 x^{2}(y+z)}}+\frac{(y-z)(y-x)}{\sqrt{2 y^{2}(z+x)}}+\frac{(z-x)(z-y)}{\sqrt{2 z^{2}(x+y)}} \geq 0 .
$$

Without loss of generality, suppose that $x \geq y \geq z$. Then $\frac{(x-y)(x-z)}{\sqrt{2 x^{2}(y+z)}} \geq 0$, and

$$
\begin{aligned}
& \frac{(y-z)(y-x)}{\sqrt{2 y^{2}(z+x)}}+\frac{(z-x)(z-y)}{\sqrt{2 z^{2}(x+y)}} \\
& =\frac{(x-z)(y-z)}{\sqrt{2 z^{2}(x+y)}}-\frac{(y-z)(x-y)}{\sqrt{2 y^{2}(z+x)}} \geq \frac{(x-y)(y-z)}{\sqrt{2 z^{2}(x+y)}}-\frac{(y-z)(x-y)}{\sqrt{2 y^{2}(z+x)}} \\
& =(y-z)(x-y)\left(\frac{1}{\sqrt{2 z^{2}(x+y)}}-\frac{1}{\sqrt{2 y^{2}(z+x)}}\right) \geq 0 .
\end{aligned}
$$

The last inequality is a consequence of having $y^{2}(z+x)=y^{2} z+y^{2} x \geq y z^{2}+z^{2} x=$ $z^{2}(x+y)$.

Solution 3.111. Inequality (1.11) leads to

$$
\frac{a^{2}}{2+b+c^{2}}+\frac{b^{2}}{2+c+a^{2}}+\frac{c^{2}}{2+a+b^{2}} \geq \frac{(a+b+c)^{2}}{6+a+b+c+a^{2}+b^{2}+c^{2}}
$$

Then, we need to prove that $6+a+b+c+a^{2}+b^{2}+c^{2} \leq 12$, but since $a^{2}+b^{2}+c^{2}=3$, it is enough to prove that $a+b+c \leq 3$. But we also have $(a+b+c)^{2}=a^{2}+b^{2}+$ $c^{2}+2(a b+b c+c a) \leq 3\left(a^{2}+b^{2}+c^{2}\right)=9$.

The equality holds if and only if $a=b=c=1$.
Solution 3.112. First, note that

$$
1-\frac{a-b c}{a+b c}=\frac{2 b c}{1-b-c+b c}=\frac{2 b c}{(1-b)(1-c)}=\frac{2 b c}{(c+a)(a+b)} .
$$

Then, the inequality is equivalent to

$$
\frac{2 b c}{(c+a)(a+b)}+\frac{2 c a}{(a+b)(b+c)}+\frac{2 a b}{(b+c)(c+a)} \geq \frac{3}{2} .
$$

This last inequality can be simplified to

$$
4[b c(b+c)+c a(c+a)+a b(a+b)] \geq 3(a+b)(b+c)(c+a)
$$

which in turn is equivalent to the inequality

$$
a b+b c+c a \geq 9 a b c
$$

But this inequality follows from $(a+b+c)\left(\frac{1}{a}+\frac{1}{b}+\frac{1}{c}\right) \geq 9$.
Solution 3.113. Notice that $(x \sqrt{y}+y \sqrt{z}+z \sqrt{x})^{2}=x^{2} y+y^{2} z+z^{2} x+2(x y \sqrt{y z}+$ $y z \sqrt{z x}+z x \sqrt{x y})$.

The AM-GM inequality implies that

$$
x y \sqrt{y z}=\sqrt{x y z} \sqrt{x y^{2}} \leq \frac{x y z+x y^{2}}{2}
$$

then

$$
(x \sqrt{y}+y \sqrt{z}+z \sqrt{x})^{2} \leq x^{2} y+y^{2} z+z^{2} x+x y^{2}+y z^{2}+z x^{2}+3 x y z
$$

Since $(x+y)(y+z)(z+x)=x^{2} y+y^{2} z+z^{2} x+x y^{2}+y z^{2}+z x^{2}+2 x y z$, we obtain

$$
\begin{aligned}
(x \sqrt{y}+y \sqrt{z}+z \sqrt{x})^{2} & \leq(x+y)(y+z)(z+x)+x y z \\
& \leq(x+y)(y+z)(z+x)+\frac{1}{8}(x+y)(y+z)(z+x) \\
& =\frac{9}{8}(x+y)(y+z)(z+x)
\end{aligned}
$$

Therefore $K^{2} \geq \frac{9}{8}$, and then $K \geq \frac{3}{2 \sqrt{2}}$. When $x=y=z$, the equality holds with $K=\frac{3}{2 \sqrt{2}}$, hence this is the minimum value.

Second solution. Apply the Cauchy-Schwarz inequality in the following way:
$x \sqrt{y}+y \sqrt{z}+z \sqrt{x}=\sqrt{x} \sqrt{x y}+\sqrt{y} \sqrt{y z}+\sqrt{z} \sqrt{z x} \leq \sqrt{(x+y+z)(x y+y z+z x)}$.
After that, use the AM-GM inequality several times to produce

$$
\frac{(x+y+z)}{3} \frac{(x y+y z+z x)}{3} \leq \sqrt[3]{x y z} \sqrt[3]{x^{2} y^{2} z^{2}}=x y z \leq \frac{(x+y)}{2} \frac{(y+z)}{2} \frac{(z+x)}{2}
$$

Solution 3.114. The left-hand side of the inequality can be written as
$a^{2} b^{2} c d+a b^{2} c^{2} d+a b c^{2} d^{2}+a^{2} b c d^{2}+a^{2} b c^{2} d+a b^{2} c d^{2}=a b c d(a b+b c+c d+a c+a d+b d)$.
The AM-GM inequality implies that $a^{2} b^{2} c^{2} d^{2} \leq\left(\frac{a^{2}+b^{2}+c^{2}+d^{2}}{4}\right)^{4}=\left(\frac{1}{4}\right)^{4}$, hence $a b c d \leq \frac{1}{16}$. To see that the factor $(a b+b c+c d+a c+a d+b d)$ is less than $\frac{3}{2}$ we can proceed in two forms.

The first way is to apply the Cauchy-Schwarz inequality to obtain

$$
\begin{aligned}
& (a b+b c+c d+a c+a d+b d+b a+c b+d c+c a+d a+d b) \\
& \quad \leq\left(a^{2}+b^{2}+c^{2}+d^{2}+a^{2}+b^{2}+c^{2}+d^{2}+a^{2}+b^{2}+c^{2}+d^{2}\right)=3
\end{aligned}
$$

The second way consists in applying the AM-GM inequality as follows:

$$
\begin{aligned}
(a b+b c & +c d+a c+a d+b d) \\
& \leq \frac{a^{2}+b^{2}}{2}+\frac{b^{2}+c^{2}}{2}+\frac{c^{2}+d^{2}}{2}+\frac{a^{2}+c^{2}}{2}+\frac{a^{2}+d^{2}}{2}+\frac{b^{2}+d^{2}}{2}=\frac{3}{2} .
\end{aligned}
$$

Solution 3.115. (a) After some algebraic manipulation and some simplifications we obtain

$$
\begin{aligned}
(1+x+y)^{2} & +(1+y+z)^{2}+(1+z+x)^{2} \\
& =3+4(x+y+z)+2(x y+y z+z x)+2\left(x^{2}+y^{2}+z^{2}\right)
\end{aligned}
$$

Now, the AM-GM inequality implies that

$$
\begin{aligned}
(x+y+z) & \geq 3 \sqrt[3]{x y z} \geq 3 \\
(x y+y z+z x) & \geq 3 \sqrt[3]{x^{2} y^{2} z^{2}} \geq 3 \\
\left(x^{2}+y^{2}+z^{2}\right) & \geq 3 \sqrt[3]{x^{2} y^{2} z^{2}} \geq 3
\end{aligned}
$$

Then, $(1+x+y)^{2}+(1+y+z)^{2}+(1+z+x)^{2} \geq 3+4 \cdot 3+2 \cdot 3+2 \cdot 3=27$.
The equality holds when $x=y=z=1$.
(b) Again, after simplification, the inequality is equivalent to

$$
\begin{aligned}
3+4(x+y+z)+2(x y & +y z+z x)+2\left(x^{2}+y^{2}+z^{2}\right) \\
& \leq 3\left(x^{2}+y^{2}+z^{2}\right)+6(x y+y z+z x)
\end{aligned}
$$

and also to $3+4 u \leq u^{2}+2 v$, where $u=x+y+z \geq 3$ and $v=x y+y z+z x \geq 3$. But $u \geq 3$ implies that $(u-2)^{2} \geq 1$, then $(u-2)^{2}+2 v \geq 1+6=7$.

The equality holds when $u=3$ and $v=3$, that is, when $x=y=z=1$.
Solution 3.116. Notice that

$$
\frac{1}{1+a^{2}(b+c)}=\frac{1}{1+a(a b+a c)}=\frac{1}{1+a(3-b c)}=\frac{1}{3 a+1-a b c} .
$$

The AM-GM inequality implies that $1=\frac{a b+b c+c a}{3} \geq \sqrt[3]{a^{2} b^{2} c^{2}}$, then $a b c \leq 1$. Thus

$$
\frac{1}{1+a^{2}(b+c)}=\frac{1}{3 a+1-a b c} \leq \frac{1}{3 a} .
$$

Similarly, $\frac{1}{1+b^{2}(c+a)} \leq \frac{1}{3 b}$ and $\frac{1}{1+c^{2}(a+b)} \leq \frac{1}{3 c}$. Therefore,

$$
\begin{aligned}
\frac{1}{1+a^{2}(b+c)}+\frac{1}{1+b^{2}(c+a)}+\frac{1}{1+c^{2}(a+b)} & \leq \frac{1}{3 a}+\frac{1}{3 b}+\frac{1}{3 c} \\
& =\frac{b c+c a+a b}{3 a b c}=\frac{1}{a b c}
\end{aligned}
$$

Solution 3.117. The inequality is equivalent to

$$
(a+b+c)\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}\right) \geq k+(a+b+c) k=(a+b+c+1) k .
$$

On the other hand, using the condition $a+b+c=a b+b c+c a$, we have

$$
\begin{aligned}
\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a} & =\frac{a^{2}+b^{2}+c^{2}+3(a b+b c+c a)}{(a+b)(b+c)(c+a)} \\
& =\frac{a^{2}+b^{2}+c^{2}+2(a b+b c+c a)+(a b+b c+c a)}{(a+b)(b+c)(c+a)} \\
& =\frac{(a+b+c)(a+b+c+1)}{(a+b+c)^{2}-a b c} .
\end{aligned}
$$

Hence

$$
\frac{(a+b+c)}{(a+b+c+1)}\left(\frac{1}{a+b}+\frac{1}{b+c}+\frac{1}{c+a}\right)=\frac{(a+b+c)^{2}}{(a+b+c)^{2}-a b c} \geq 1,
$$

and since the equality holds if and only if $a b c=0$, we can conclude that $k=1$ is the maximum value.
Solution 3.118. Multiplying both sides of the inequality by the factor $(a+b+c)$, we get the equivalent inequality

$$
9(a+b+c)\left(a^{2}+b^{2}+c^{2}\right)+27 a b c \geq 4(a+b+c)^{3}
$$

which in turn is equivalent to the inequality

$$
5\left(a^{3}+b^{3}+c^{3}\right)+3 a b c \geq 3(a b(a+b)+a c(a+c)+b c(b+c))
$$

By the Schür inequality with $n=1$, Exercise 1.83, it follows that

$$
a^{3}+b^{3}+c^{3}+3 a b c \geq a b(a+b)+b c(b+c)+c a(c+a)
$$

and the Muirhead's inequality tells us that $2[3,0,0] \geq 2[2,1,0]$, which is equivalent to

$$
4\left(a^{3}+b^{3}+c^{3}\right) \geq 2(a b(a+b)+a c(a+c)+b c(b+c))
$$

Adding these last inequalities, we get the result.

Solution 3.119. Lemma. If $a, b>0$, then $\frac{1}{(a-b)^{2}}+\frac{1}{a^{2}}+\frac{1}{b^{2}} \geq \frac{4}{a b}$.
Proof. In order to prove the lemma notice that $\frac{1}{(a-b)^{2}}+\frac{1}{a^{2}}+\frac{1}{b^{2}}-\frac{4}{a b}=\frac{\left(a^{2}+b^{2}-3 a b\right)^{2}}{a^{2} b^{2}(a-b)^{2}}$.
Without loss of generality, $z=\min \{x, y, z\}$; now apply the lemma with $a=(x-z)$ and $b=(y-z)$, to obtain

$$
\frac{1}{(x-y)^{2}}+\frac{1}{(y-z)^{2}}+\frac{1}{(z-x)^{2}} \geq \frac{4}{(x-z)(y-z)}
$$

Now, it is left to prove that $x y+y z+z x \geq(x-z)(y-z)$; but this is equivalent to $2 z(y+x) \geq z^{2}$, which is evident.
Solution 3.120. In the case of part (i), there are several ways to prove it.
First form. We can prove that

$$
\frac{x^{2}}{(x-1)^{2}}+\frac{y^{2}}{(y-1)^{2}}+\frac{z^{2}}{(z-1)^{2}}-1=\frac{(y z+z x+x y-3)^{2}}{(x-1)^{2}(y-1)^{2}(z-1)^{2}} .
$$

Second form. With the substitution $a=\frac{x}{x-1}, b=\frac{y}{y-1}, c=\frac{z}{z-1}$, the inequality is equivalent to $a^{2}+b^{2}+c^{2} \geq 1$, and the condition $x y z=1$ is equivalent to $a b c=(a-1)(b-1)(c-1)$ or $(a b+b c+c a)+1=a+b+c$. With the previous identities we can obtain

$$
\begin{aligned}
a^{2}+b^{2}+c^{2} & =(a+b+c)^{2}-2(a b+b c+c a) \\
& =(a+b+c)^{2}-2(a+b+c-1) \\
& =(a+b+c-1)^{2}+1,
\end{aligned}
$$

therefore

$$
a^{2}+b^{2}+c^{2}=(a+b+c-1)^{2}+1
$$

Part (ii) can be proved depending on how we prove part (i). For instance, if we used the second form, the equality holds when $a^{2}+b^{2}+c^{2}=1$ and $a+b+c=1$. (In the first form, the equality holds when $x y z=1$ and $x y+y z+z x=3$ ). From the equations we can cancel out one variable, for instance $c$ (and since $c=1-a-b$, if we find that $a$ and $b$ are rational numbers, then $c$ will be a rational number too), to obtain $a^{2}+b^{2}+a b-a-b=0$, an identity that we can think of as a quadratic equation in the variable $b$ with roots $b=\frac{1-a \pm \sqrt{(1-a)(1+3 a)}}{2}$, which will be rational numbers if $(1-a)$ and $(1+3 a)$ are squares of rational numbers. If $a=\frac{k}{m}$, then $m-k$ and $m+3 k$ are squares of integers, for instance, if $m=(k-1)^{2}+k$, then $m-k=(k-1)^{2}$ and $m+3 k=(k+1)^{2}$. Thus, the rational numbers $a=\frac{k}{m}$, $b=\frac{m-k+k^{2}-1}{2 m}$ and $c=1-a-b$, when $k$ varies in the integer numbers, are rational numbers where the equality holds. There are some exceptions, that is, when $k=0$, 1 , since the values $a=0$ or 1 are not allowed.

## Notation

We use the following standard notation:

| $\mathbb{N}$ | the positive integers (natural numbers) |
| :---: | :---: |
| $\mathbb{R}$ | the real numbers |
| $\mathbb{R}^{+}$ | the positive real numbers |
| $\Leftrightarrow$ | iff, if and only if |
| $\Rightarrow$ | implies |
| $a \in A$ | the element $a$ belongs to the set $A$ |
| $A \subset B$ | $A$ is a subset of $B$ |
| $\|x\|$ | the absolute value of the real number $x$ |
| $\{x\}$ | the fractional part of the real number $x$ |
| [ $x$ ] | the integer part of the real number $x$ |
| [a,b] | the set of real numbers $x$ such that $a \leq x \leq b$ |
| $(a, b)$ | the set of real numbers $x$ such that $a<x<b$ |
| $f:[a, b] \rightarrow \mathbb{R}$ | the function $f$ defined in $[a, b]$ with values in $\mathbb{R}$ |
| $f^{\prime}(x)$ | the derivative of the function $f(x)$ |
| $f^{\prime \prime}(x)$ | the second derivative of the function $f(x)$ |
| $\operatorname{det} A$ | the determinant of the matrix $A$ |
| $\sum_{i=1}^{n} a_{i}$ | the sum $a_{1}+a_{2}+\cdots+a_{n}$ |
| $\prod_{i=1}^{n} a_{i}$ | the product $a_{1} \cdot a_{2} \cdots a_{n}$ |
| $\begin{aligned} & \prod_{i \neq j} a_{i} \\ & \max \{a, b, \ldots\} \end{aligned}$ | the product of all $a_{1}, a_{2}, \ldots, a_{n}$ except $a_{j}$ the maximum value between $a, b, \ldots$ |
| $\min \{a, b, \ldots\}$ | the minimum value between $a, b, \ldots$ |
| $\sqrt{x}$ | the square root of the positive real number $x$ |
| $\sqrt[n]{x}$ | the $n$-th root of the real number $x$ |
| $\exp x=e^{x}$ | the exponential function |
| $\sum_{\text {cyclic }} f(a, b, \ldots)$ | represents the sum of the function $f$ evaluated in all cyclic permutations of the variables $a, b$. . |

We use the following notation for the section of Muirhead's theorem:

$$
\begin{array}{ll}
\sum_{!} F\left(x_{1}, \ldots, x_{n}\right) & \text { the sum of the } n!\text { terms obtained from evaluating } F \text { in } \\
\text { all possible permutations of }\left(x_{1}, \ldots, x_{n}\right) \\
(b) \prec(a) & \text { (b) is majorized by }(a) \\
{[b] \leq[a]} & \frac{1}{n!} \sum_{!} x_{1}^{b_{1}} x_{2}^{b_{2}} \cdots x_{n}^{b_{n}} \leq \frac{1}{n!} \sum_{!} x_{1}^{a_{1}} x_{2}^{a_{2}} \cdots x_{n}^{a_{n}} .
\end{array}
$$

We use the following geometric notation:

| $A, B, C$ | the vertices of the triangle $A B C$ |
| :---: | :---: |
| $a, b, c$ | the lengths of the sides of the triangle $A B C$ |
| $A^{\prime}, B^{\prime}, C^{\prime}$ | the midpoints of the sides $B C, C A$ and $A B$ |
| $\angle A B C$ | the angle $A B C$ |
| $\angle A$ | the angle in the vertex $A$ or the measure of the angle $A$ |
| ( $A B C$ ) | the area of the triangle $A B C$ |
| ( $A B C D \ldots$...) | the area of the polygon $A B C D \ldots$ |
| $m_{a}, m_{b}, m_{c}$ | the lengths of the medians of the triangle $A B C$ |
| $h_{a}, h_{b}, h_{c}$ | the lengths of the altitudes of the triangle $A B C$ |
| $l_{a}, l_{b}, l_{c}$ | the lengths of the internal bisectors of the triangle $A B C$ |
| $s$ | the semiperimeter of the triangle $A B C$ |
| $r$ | the inradius of the triangle $A B C$, the radius of the incircle |
| $R$ | the circumradius of the triangle $A B C$, the radius of the circumcircle |
| $I, O, H, G$ | the incenter, circumcenter, orthocenter and centroid of the triangle $A B C$ |
| $I_{a}, I_{b}, I_{c}$ | the centers of the excircles of the triangle $A B C$. |

We use the following notation for reference of problems:

| IMO | International Mathematical Olympiad |
| :--- | :--- |
| APMO | Asian Pacific Mathematical Olympiad |
| (country, year) | problem corresponding to the mathematical olympiad <br> celebrated in that country, in that year, in some stage. |
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[^0]:    ${ }^{1}$ A quadratic function $a x^{2}+b x+c$ with $a>0$ is positive when its discriminant $\Delta=b^{2}-4 a c$ is negative, in fact, this follows from $a x^{2}+b x+c=a\left(x+\frac{b}{2 a}\right)^{2}+\frac{4 a c-b^{2}}{4 a}$. Remember that the roots are $\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}$, and they are real when $\Delta \geq 0$, otherwise they are not real roots, and then $a x^{2}+b x+c$ will have the same sign; this expression will be positive if $a>0$.

[^1]:    ${ }^{2}$ A function $f:[a, b] \rightarrow \mathbb{R}$ is continuous at a point $c \in[a, b]$ if $\lim _{x \rightarrow c} f(x)=f(c)$, and $f$ is continuous on $[a, b]$ if it is continous in every point of the interval. Equivalently, $f$ is continuous at $c$ if for every sequence of points $\left\{c_{n}\right\}$ that converges to $c$, the sequence $\left\{f\left(c_{n}\right)\right\}$ converges to $f(c)$.

[^2]:    ${ }^{3}$ A subset $\mathcal{C}$ of the plane is convex if for any pair of points $A, B$ in $\mathcal{C}$, the segment determined by these points belongs entirely to $\mathcal{C}$. Since the segment between $A$ and $B$ is the set of points of the form $t B+(1-t) A$, with $0 \leq t \leq 1$, the condition is that any point described by this expression belongs to $\mathcal{C}$.

[^3]:    ${ }^{4}$ A function $f:[a, b] \rightarrow \mathbb{R}$ is differentiable in a point $c \in[a, b]$ if the function $f^{\prime}(c)=$ $\lim _{x \rightarrow c} \frac{f(x)-f(c)}{x-c}$ exists and $f$ is differentiable in $A \subset[a, b]$ if it is differentiable in every point of $A$.
    ${ }^{5}$ Mean value theorem. For a continuous function $f:[a, b] \rightarrow \mathbb{R}$, which is differentiable in $(a, b)$, there exists a number $x \in(a, b)$ such that $f^{\prime}(x)(b-a)=f(b)-f(a)$. See [21, page 169].

[^4]:    ${ }^{6}$ See [6, pages 74 and 105] or [9, pages 10,11$]$.

[^5]:    ${ }^{7}$ Another proof can be found in [6, page 122] or [9, page 29].
    ${ }^{8}$ The proof can be found in [6, observation 3.2.7, page 123] or [1, page 76].
    ${ }^{9}$ There are direct proofs for the inequality (that is, without having to use Euler's formula). One of them is the following: the nine-point circle of a triangle is the circumcircle of the medial triangle $A^{\prime} B^{\prime} C^{\prime}$. Because this triangle is similar to $A B C$ with ratio $2: 1$, we can deduce that the radius of the nine-point circle is $\frac{R}{2}$. Clearly, a circle that intersects the three sides of a triangle must have a greater radius than the radius of the incircle, therefore $\frac{R}{2} \geq r$.

[^6]:    ${ }^{10}$ See [6, page 97$]$ or [9, page 13].

[^7]:    ${ }^{11}$ For a proof see [6, page 96] or [9, page 6].
    ${ }^{12}$ See [6, page 83 ] or [9, page 10].

[^8]:    ${ }^{13}$ Another way to prove the identity is as follows. Consider $\alpha=(A B I), \beta=(B C I)$ and $\gamma=(C A I)$. It is clear that $\frac{A I}{A L}=\frac{\alpha+\gamma}{\alpha+\beta+\gamma}=\frac{r(c+b)}{r(a+c+b)}=\frac{c+b}{a+c+b}$.

[^9]:    ${ }^{14} B P$ is perpendicular to $A^{\prime} C^{\prime}$ if and only if $\angle P B A^{\prime}=90^{\circ}-\angle A^{\prime}$, but $\angle A^{\prime}=\angle A$ and $O B C=90^{\circ}-\angle A$, then $P$ should be on $B O$.

[^10]:    ${ }^{15}$ This would be enough to finish Fejer's proof for the Fagnano's problem. This is the case because if $A L$ is the altitude and $L^{\prime} L^{\prime \prime}$ intersects sides $C A$ and $A B$ in $E$ and $F$, respectively, then $B E$ and $C F$ are altitudes. Let us see why. The triangle $A L^{\prime \prime} L^{\prime}$ is isosceles with $\angle L^{\prime \prime} A L^{\prime}=2 \angle A$, then $\angle A L^{\prime} L^{\prime \prime}=90^{\circ}-\angle A$ and by symmetry $\angle E L A=90^{\circ}-\angle A$. Therefore $\angle C L E=\angle A$. Then $A E L B$ is a cyclic quadrilateral, therefore $\angle A E B=\angle A L B=90^{\circ}$, which implies that $B E$ is an altitude. Similarly, it follows that $C E$ is an altitude.

[^11]:    ${ }^{16} \mathrm{~A}$ function $f(a, b, \ldots)$ is homogeneous if $f(t a, t b, \ldots)=t f(a, b, \ldots)$ for each $t \in \mathbb{R}$. Then, an inequality of the form $f(a, b, \ldots) \geq 0$, in the case of a homogeneous function, is equivalent to $f(t a, t b, \ldots) \geq 0$ for any $t>0$.

[^12]:    ${ }^{17}$ See [6, page 136] or [1, page 128].
    ${ }^{18}$ See [6, page 97$]$ or [ 9, page 13].

[^13]:    ${ }^{19}$ See the solution of Exercise 2.10.

[^14]:    ${ }^{20}$ See [6, page 85] or [9, page 37].

[^15]:    ${ }^{22}$ See [5, page 132] or [9, page 112].

